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Executive summary 
This deliverable describes the final collection of inventory content in WP3 and is thus a 
continuation of the previously published D3.3. In order to give a summary of research 
undertaken in this work package, all chapters include a description of activities for 
gathering and analysing the respective inventory categories. These are data sets, 
command systems including information management processes, information systems, 
and business models. The main contributions are based on literature research and 
identification of already existing background in the consortium. These activities were 
complemented by several interactions with stakeholder groups, including co-design 
workshops involving the participation of external advisors to the project. Moreover, a 
concept and implementation as proof of concept for publishing inventory content is 
described in Chapter 6. 

One major area of research in this work package is data sets and further way to 
categorise, structure and use of data sets in emergency situations. This 
Deliverable demonstrates the ongoing work on refinements and adjustments to define 
the final data model of SecInCoRe based on the available data-sets gathered across 
different types of disasters (see D2.1 and D3.1) and already existing data networks (i.e. 
Linked Open Data).  

Another category of the inventory is command systems including information 
management processes. To demonstrate the research results of this task a three-step 
approach was employed. First, based on a high-level perspective, relevant 
organisations at the EU-level were identified that used information systems to ensure 
an ongoing information flow. Further, a break down on national level was conducted. 
Individual command and control systems were analysed and modelled to define 
similarities and differences. In a next step, information management processes and 
command processes used in practice were taken into account using the refugee crisis 
as an example. 

Next is the section on research and inspection of information and communication 
systems. Based on the database scheme for information systems defined in the 
previous deliverable, a dedicated database, as one part of the Knowledge Base, was 
developed. The database was continuously updated to include further gathered 
information systems. The success of information systems is essential to understand 
stakeholder needs and therefore, success factors and barriers for the uptake of 
information systems were analysed, taking the results from the previous deliverable 
D3.3 into account.  

The reference implementation Semantic Framework, including the semantic search 
functionality, explores access to the inventory content. For this purpose a concept 
was defined to provide information to first responder and police authorities. Further 
aconnections to various data sources was conducted, which are governed by secure 
access policies.  All different functionalities which are part of the semantic search, 
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support people in retrieving and understanding content of the Knowledge Base 
(illustrated in chapter 6).  

Chapter 7 deals with the connection and impact of WP3 research results for other work 
packages and the last point in this deliverable take the verification and validation of the 
inventory, the Knowledge Base and the search into account.  
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1 Introduction 
SecInCoRe develops a Pan-European inventory of past critical events and disasters, 
their consequences (especially in terms of time dimension and costs) focused on 
collaborative emergency operations and especially planning and preparing to 
emergency operations (see [ 4 ]). Moreover, the focus is on creating a critical mass of 
content and the infrastructure for a self-sustaining dynamic inventory that grows with the 
evolving landscape of first responder and police authorities’ practice. 

 

 
Figure 1: Inventory content 

The inventory of disaster events is complemented by an inventory of related information. 
Following the high-level SecInCoRe objectives (see [ 3 ]) and the research methodology 
(WP3, see [ 5 ]) the inventory includes the following categories (see Figure 1 based on 
[ 5 , p.13]): 

• Data sets: identification of data sets which are available for first responders and 
police authorities as well as barriers to utilising these data sets (including both 
access as well as exchange issues in human to human, human to machine and 
machine to machine communication). 

• Information management processes: identification and mapping of common 
work flows, decision trees, general crisis management models and lessons learnt 
within each European country, in order to point out the possible gaps in data sets, 
missing interoperability within and between organisations and procedural 
differences.  
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• Information systems: identification of information and communication systems, 
available and used by first responders and police authorities, including relevant 
functionalities as well as analysis of success factors and barriers for the 
application of information systems.  

• Business models: analysis of business models to facilitate the cooperation 
between stakeholders (including Public-Private Partnerships) and application of 
ICT solutions into practice. In addition to considering fit between problems and 
solutions, also included are analyses of the fit between these business models 
and regional, national, European, and international regulations as well as public 
procurement procedures. 

1.1 Purpose of this document 

This document presents the final state of the inventory with regard to the aforementioned 
categories. While actual results are collected and maintained in a database to sustain 
inventory results (see integration of inventory content into the SecInCoRe demonstrator 
in [ 9 ] and [ 18 ] and [ 19 ] and chapter 6 “Access to inventory content”), this document 
summarises results in terms of 

• activities and implications on the research roadmap for WP3 

• structures and schemes to document inventory content 

• exemplary content for all inventory categories 

• implemented services to access the inventory content 

While the purpose of the entire inventory is to a) gather knowledge and b) simplify 
access to that knowledge, the main purpose of this deliverable is to document how the 
SecInCoRe team gathers and structures inventory content to make it accessible by 
using a semantic search framework. 

1.2 Validity of this document 

The deliverable describes all activities carried out to create the inventory with regard to 
all four categories. As stated before, the deliverable does not include the complete 
inventory content. Further content is stored in the respective databases of the 
Knowledge Base. 

1.3 Relation to other documents 

This document has relationships with other documents created within the SecInCoRe 
project. The following documents are referred to in terms of foreground literature: 

[ 1 ] Grant Agreement 

[ 2 ] Consortium Agreement  

[ 3 ] Description of Work (DOW) 
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[ 4 ] D2.1 Overview of disaster events 

[ 5 ] D3.1 Inventory Framework 

[ 6 ] D3.2 First Inventory Results 

[ 7 ] D3.3 Second publication of inventory results 

As other WPs are connected with respective results, the following documents are also 
connected to D3.4: 

[ 8 ] D2.5 [in the form of T3.1 input to T2.2]  

[ 9 ] D4.1 [in the form of T3.1/T3.2/T3.3 input to T4.2] 

[ 10 ] D4.2 [in the form of T3.2/T3.3 input to T4.3] 

[ 11 ] D4.3 [in the form of T3.1/T3.2/T3.3/T3.5 input to T4.1] 

[ 12 ] D4.4 [in the form of T3.1/T3.2/T3.3/T3.5 input to T4.1] 

[ 13 ] D6.1 [in the form of T3.4 input to T6.3] 

[ 14 ] D6.3 [in the form of T3.4 input to T6.3] 

As results of activities in other WPs are included in WP3, this deliverable is based on 
tasks which led to the following deliverables: 

[ 15 ] D1.4 [as AB activities are regarded in all Tasks of WP3]  

[ 16 ] D2.1 [in the form of T2.1/T2.3 input to T3.1/T3.2/T3.4] 

[ 17 ] D2.2 [in the form of T2.1/T2.3 input to T3.1/T3.2/T3.4] 

[ 18 ] D5.1 [in correlation to demonstrator setup in WP5] 

[ 19 ] D5.2 [in correlation to demonstrator setup in WP5] 

[ 20 ] D2.4 [in the form of T2.1/T2.3 input to T3.1/T3.2/T3.4] 

All activities in WP3 are based on strong interdisciplinary collaboration with WP2 and 
stakeholder interaction which includes ethical, legal, and societal issues (ELSI). Thus, 
the research is in-line with the overall SecInCoRe approach towards those aspects and 
builds on  

[ 21 ] D1.2 Research Ethics 

1.4 Contribution of this document 

This deliverable should facilitate reflection on the research methodology (as defined in 
[ 5 ]) and the final inventory results. Thus it comprises a description of how inventory 
categories are understood and which background knowledge consortium members can 
bring to each category. This enables further and more detailed discussions of possible 
content. It helps to define validation and evaluation plans to assess the progress made 
in collecting items in the several tasks of WP3 and the potential benefits for all types of 
stakeholders (cp. [ 3 ]).  
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1.5 Target audience 

The deliverable is a working document to facilitate collaboration within the SecInCoRe 
team. It was declared to be public  

• to allow sharing with ‘third parties’ from related fields of research or practice (e.g., 
first responder, information system provider and researcher)  

• to gather feedback from such experts. 

As the categories of the inventory are very different, some parts of this document 
address specific reader groups directly while they may be hard to understand for other 
groups. All chapters include information to allow all stakeholder to engage with the 
SecInCoRe research results regarding theinventory on a general level. But if the reader 
wants to go into more depth, the description of SecInCoRe objectives in [ 3 ] and the 
FP7 Security programme (especially topic ‘SEC-2012.5.1-1 Analysis and identification 
of security systems and data sets used by first responders and police authorities’) will 
help, and there are a range of academic and media publications available at the project 
website http://www.secincore.eu that elaborate on specific aspects.  

1.6 Glossary 

Abbreviation Expression Explanation 

Apache Apache HTTP Server The Apache HTTP Server is the world's 
most used web server software. 

API Application programming 
interface 

A suet of subroutines and definitions to 
develop software. 

BAMF federal office for 
migration and refugees of 
Germany 

BAMFs working areas are manifold, 
including research and many other 
activities  in the field of asylum, migration, 
integration  and support to the return 

BM.I Federal Ministry of 
Internal in Austria 

The BM.I is in charge of security issues in 
Austria comprising citizenship, elections 
and national referendums.  

BMJV Federal Ministry of 
Justice and Consumer 
Protection of Germany 

The directorate is responsible for the 
courts constitutions i.e. for Federal law 
regulations on the structure and 
organisation of the courts and public 
prosecution offices. The Directorate 
General's sphere of responsibility also 
includes the procedural rules for ordinary 
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Abbreviation Expression Explanation 

jurisdiction (i.e. the civil and criminal 
courts, including criminal investigation 
proceedings) as well as for administrative 
and financial jurisdiction. 

CAP Common Alerting 
Protocol 

Data exchange model 

CBRN Chemical, Biological, 
Radiological, and Nuclear 

CBRN describes the type of the hazard 
for the population.  

CEIS cloud-based emergency 
information system 

Emergency information system which can 
be accessed via internet. 

Chemdata  Chemdata is an interactive database of 
chemical hazards. 

CSF Critical Success Factor CSF are limited characteristics that have 
direct impact on an organisation or 
project, because they affect their 
effectiveness and efficiency. 

DoW Description of Work  

DRK Red Cross Germany  

EASO European Asylum 
Support Office  

https://easo.europa.eu/  

EFFIS European Forest Fire 
Information System 

EFFIS consists of a scientific and 
technical infrastructure at the Joint 
Research Centre (JRC) doing research 
on forest fires and operating a web based 
platform and database. 

ELSI Ethical, legal and social 
issues 

Ethical and social challenges and 
opportunities that arise in emergency 
situations, especially with a view to the 
use of ICT. Legal issues arising, 
particularly around data protection, 
liability, and responder safety 
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Abbreviation Expression Explanation 

EMC Emergency Management 
Cycle 

The EMC illustrates the ongoing process 
of prevention, preparedness, response 
and recovery for disasters. 

EM-DAT Emergency Event 
Database 

EM-DAT presents an international 
disaster database with essential core 
data from 1900 to the present.  

FR First responders  

FRONTEX  European agency - 
http://frontex.europa.eu/  

GIS Geographic information 
system 

A geographic information system (GIS) 
is a system designed to capture, store, 
manipulate, analyse, manage, and 
present all types of spatial or 
geographical data. 

GUI Graphical User Interface  

HLR High-level Requirements HLR are the most generalised division of 
requirements of a system.   

ICT Information and 
communication 
technology 

ICT stresses the role of unified 
communications and the integration of 
telecommunications (telephone lines and 
wireless signals), computers as well as 
necessary enterprise software, 
middleware, storage, and audio-visual 
systems, which enable users to access, 
store, transmit, and manipulate 
information. 

INPOL  INPOL is a integrated information system 
of the German police authorities. 

IS Information systems A computer Information System (IS) is a 
system composed of people and 
computers that processes or interprets 
information. 
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Abbreviation Expression Explanation 

JRC Joint Research Centre The European Commission's in-house 
science service 

KB Knowledge base A knowledge base (KB) is a technology 
used to store complex structured and 
unstructured information used by a 
computer system. In the SecInCoRe 
context the knowledge Base is the 
technical representation of the inventory 

KPA Key Performance Area KPAs evaluate, measure the success of 
an organisation 

KPI Key Performance 
Indicator 

KPIs evaluate, measure the success of 
an organisation 

LDAP Lightweight Directory 
Access Protocol 

LDAP is a standard lightweight 
application protocol to managae 
distributed directory information. 

LOD Linked (Open) Data Web of Data, which can be understood as 
one realisation of the Semantic Web 

ManifoldCF Apache ManifoldCF 
project 

Apache ManifoldCF is an effort to provide 
an open source framework for connecting 
source content repositories 

OSF Open Semantic 
Framework 

One core application of the Semantic 
Framework. Used to store data and 
metadata. 

RDF Resource Description 
Framework 

A recommendation for semantic web data 
models 

SF Success Factors Success factors (SF) are the 
“combination of important facts that is 
required in order to accomplish one or 
more desirable business goals”. [www5]  

Further Critical success factors (CSF) 
were introduced as an extension of the 
before mentioned SF. “Limited number 
(usually between 3 to 8) of characteristics, 
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Abbreviation Expression Explanation 

conditions, or variables that have a direct 
and serious impact on the effectiveness, 
efficiency, and viability of an organisation, 
program, or project. Activities associated 
with CSF must be performed at the highest 
possible level of excellence to achieve the 
intended overall objectives.” [www6] 

 

SFTP Secure File Transfer 
Protocol 

Network protocol that provides file 
access, file transfer, and file management 
over any reliable data stream 

SMART Specific, Measurable, 
Achievable, Relevant and 
Time-bound 

Guidance for the development of metrics 
for technology performance 

SOAP Simple Object Access 
Protocol 

 

TextSTAT Textstatprogram Simple programme for the analysis of 
texts 

UN United Nations http://www.un.org/en/index.html  

 Category entry Entries in the inventory spanning the 
aspects data sets, information 
management processes, information 
systems, business models and cross-
cutting ethical, legal and social issues 

 Data types Types based on descriptions of the data 
on a semantic level (e.g., spatial data in 
terms of vehicular movements)   

 Stakeholder Everyone who is involved in overcoming 
a disaster event 
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1.8 Structure of the deliverable 

The document begins with a general part in chapter 1. The following structure of this 
deliverable is in accordance with the inventory artefacts regarding this work package:  

Chapter 2  Final version of data sets  

Chapter 3  Command systems and information management processes  

Chapter 4  Research and inspection of information and communication 
systems  

Chapter 5  Business models for to the application of information systems 

Chapter 6  Access to inventory content 

Chapter 7  Connection between Work packages 

Chapter 8  Verification and Validation of Inventory, Knowledge Base and 
Search 

 All these chapters are divided into two major parts: The first part describes all activities 
undertaken, delineates compliance with and deviations from the research programme 
defined in [ 5 ] and illustrates the coherences between and motivations for them. The 
second part comprises respective results of these activities.  
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2 Final version of data sets  
This chapter provides information about the conducted process of gathering and 
structuring data sets, including the description and definition of fundamental terms. It 
documents the origin of data sets, including respective countries, categorisation of the 
collected data sets, and considered incident types.   

In literature, the terms ‘data’ and ‘data sets’ are often used, but there is no clear 
delimitation between them; sometimes they are used interchangeably. In SecInCoRe 
the terms ‘data set’ and ‘database’ are basic components of what?. Before the 
previously published deliverables focusing on the SecInCoRe inventory can be 
expanded, these terms need clarification. The ISO 2382 defines data as “a 
representation of facts, concepts, or instructions in a formalised manner, suitable for 
communication, interpretation, or processing by humans or by automatic means” 
[Inter99] [www11]. Data sets are collections of related data [www9] [www11] [www12]. 
One frequently used categorisation upon which to build data sets is the availability and 
the need for that piece of data in the information management process in an emergency 
or disaster [ 6 ] [ 7 ].  

There are databases which collect relevant data sets related to a dedicated topic about 
disasters, such as health or hazard (see for example EM DAT [www10]). Other relevant 
databases are presented in previous deliverables of SecInCoRe especially in [ 8 ] and 
also [ 7 ] and are included in our own gathering approach and can be seen at 
secincore.eu/search.  

The following subchapter deals with the collected datasets and relevant incident types. 
First the research approach is presented and the work done in WP3. 

 

2.1 Approach 

According to the research framework of [ 5 ], several activities have been conducted to 
gather information about data sets (see Figure 2).  
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Figure 2: Activities for the inventory of data sets 

 

§ The first activity was the collection and analysis of results from previous 
research and document / data analysis: SecInCoRe aimed to broadly 
approach data gathering (i.e. linked open data, existing databases, etc.). 
Through an analysis of the case studies and previous disaster events, a 
process of identification of the fundamental building blocks for the datasets was 
carried out, forming a framework for structuring and utilising the information in 
the way that make the data meaningful and providing access to the pool of 
useful documentation and conclusions.  This procedure has led to the formation 
of the templates that are made available upon usage of the SecInCoRe 
inventory. 

§ Questionnaires were administered based on the questionnaire created by 
EPISECC to use and strengthen the collaboration between the two projects and 
to contribute to the overall inventory approach of the EPISECC project. From 
SecInCoRe’s side, 10 people were asked to participate in the questionnaire, all 
active officers: 2 from the special unit of Disaster Recovery of the Fire Corps, 1 
from the Administrative Division of the Fire Corps, 1 from the Civil Protection 
Agency, 2 from the special unit of Antiterrorist Division of the Hellenic Police, 1 
from the General division of the Hellenic Police, 1 from the Hellenic Police 
Intelligence Division and 2 from the Lancashire Resilience Forum. These results 
were combined with those from EPISECC for both projects to analyse. 

§ Workshops, based on collaborative design, were run (for example in Lancaster 
May 2016 and October 2016) and based on demonstration cases (for example 
in Paderborn October 2016) from which further data and reflections upon 
SecInCoRe’s approach to the inventory were gathered.  
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2.2 Evolution of the data model 

SecInCoRe researched and collected an extensive list of data sets which refer to 
disaster and crisis management.  

The focus of gathering was on data sets that fulfil the following criteria: 

• Origin of the data set 
• Inclusion or contradiction to the current data model  
• Incident type  

Each of these criteria are explained below. 

2.2.1 Origin of the data set 
At first, it is important to collect data sets which affect the regions where SecInCoRe is 
active. This means that primary data sets with focus on European countries were 
gathered. Figure 3 shows the distribution of gathered data sets to the various countries. 
The focus is on data sets which give Pan-European or worldwide information. Further 
data sets with relevance to the topic were included in the inventory. 

 

 
Figure 3: Overview countries 

 

2.2.2 Inclusion or contradiction to the current data model  
Data sets were gathered based on the emergency management cycle. Within the four 
phases, a further subdivision was useful to structure the gathered data. Figure 4 shows 
the different categories of gathered data sets and the first basis of the data model. 
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Figure 4: Categories of datasets 

 

In the different phases of an emergency (Emergency Management Cycle (EMC)) 
[Bair10] [Warf], organisations need various information. Therefore, different types of 
data sets were gathered to cover different needs of information. SecInCoRe’s focus is 
on the prevention and preparedness phase. It is necessary to have information about 
how to react in case of an emergency (emergency plans or preparedness plans) as well 
as suggestions on how to train for different scenarios. Additionally, it is important to have 
information about possible future events as well as information about events that 
occurred in the past. It is also important to include data sets which give forecasts and 
warnings of impending events. 

During the response phase it is important to stay up to date about the event. Therefore, 
data sets are gathered which also give information about already ongoing events. So 
organisations may get real time information and react more quickly. 

During the recovery phase and post-processing it is necessary to analyse decisions 
and processes and to adjust the emergency management system. So in this phase 
organisations need documentation, reports and analyses about past events. 

Moreover, there are data sets that are relevant in several phases of emergency 
management like collection of services or information which may be needed in different 
phases. 
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2.2.3 Incident type 
During the gathering of data sets a distinction between different incident types were 
made. Most data sets are relevant for just one specific incident type. So data sets were 
gathered that covered as many incident types as possible. Figure 5Fehler! 
Verweisquelle konnte nicht gefunden werden. shows which incident types were 
considered (based on [PBBT+14, p. 25] and [4]). 

 

 
Figure 5: Incident types 

 

2.2.4 Reflection of the data model 
The first categorisation of data sets with the EMC (Figure 4) contains some weak points. 
Primarily the EMC as a tool for the categorisation is difficult, because sometimes it is 
not possible to differentiate one phase form the following one. The delimitation depends 
on different aspects, for example the duration of an incident and the incident type.  

Furthermore, there are data sets which are not assigned to only one EMC phase, 
because this information is available during the whole cycle like a collection of services. 
Other information sets are assigned to one phase, but exactly these information are 
necessary for another phase to process and create new guidelines for the preparation 
of possible, future incidents. Because of these problems with these categories and 
assigning data sets to single categories, we started another literature research and 
remarks of Co-Design or Advisory Board workshops to rework the division.  
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This includes: 

• Literature 
• Internet search 
• Review of workshop results 
• Reflection of other research projects 

The revision of existing classification of data sets related to disaster management 
designed was far from straightforward. The first challenge constitutes the choice of the 
search criteria, because there are a lot of synonyms for the same or similar terms or the 
same terms meaning different things. For the search, we used, for example, the search 
criteria ‘categories of datasets for crisis management’. After there were less good results 
to support coming to a conclusion of a categoration scheme, a change of the search 
term and way searching was necessary. So ‘disaster management’ replaced ‘crisis 
management’. The absorption of relevant documents after using similar terms was 
better than before and the results contain some new documents, which were not listed 
before. The literature research comprised many additional search terms and literature 
results. The description above should illustrate the necessity of different word 
combinations and the use of synonyms. Another challenge constitutes the documents 
itself. Several documents possess a title, keywords or summary that does not reflect the 
content of the whole document. Despite all challenges, the research creates some 
usable results. In the following paragraphs, the findings and the implementation in 
relation to the first categorisation (Figure 4) of data sets will be described.    

2.2.5 Final data model 
At first there is no standardised definition, methodology and categorisation of data and 
data sets [GuBe02]. Researchers use different data sets to create a new model or 
methodology in several areas. Only a few scientists try to create a rough classification 
of necessary data sets in relation to disaster management. There is a notable frequency 
of the category ‘operational’ data sets [BAZZ09][Huma00][HaHa14][Iasc10][XuZl07] 
with a few more data sets listed. Other categorisations of data sets are based on data 
exchange formats and are limited to that purpose. To create a useful categorisation for 
SecInCoRe we collected all data sets listed in several papers, books and sources. Some 
data sets, like geographic data, were detected multiple times. Following we assigned 
the data sets to useful categories. The method of “Clustering” is a process of organising 
objects into groups whose members are similar in some way. [Alde84] It can be scored 
by several algorithms that vary in their notion of what constitutes a cluster and how to 
efficiently find them. The aim of clustering is to determine the intrinsic grouping in a set 
of abstract data. (Xu09) In case of SecInCoRe the clustering was conducted in a manual 
way. The categorisation occurs in consideration of the detected general data set names. 
The establishment of the first level with the two types of distinction is a combination of 
the research papers related to data sets and also a paper with a division of databases. 
[TsBG06]includes a clear differentiation between the area (e.g. national, regional,..) and 
the disaster-dependent databases. The allocation of each single data set to a top level 
class builds up the arrangement at Figure 4, the EMC phases, but the classification is 
made by the speed of changing of the single information. Therefore, the categorisation 
of data sets that changes very slow or not at all, data sets that changes every time after 
an incident occurs and datasets that changes multiple times during a disaster were 
used. The summary of the results is shown in Figure 6. 
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Figure 6: Classification of data sets related to Disaster Management (out of [Data00] 

[GuBe02][HCLL10][Iasc10][MBKB15][TsBG06] [XuZl07][ZSTL10]) 

 

The figure above shows that we divide data sets into two main categories, the common 
(basic) datasets and the incident-specific data sets.  

Common (basic) data sets are almost static data. The information will be collected once 
and modifications will be relatively rare. This category includes geographic, 
infrastructural, logistical, demographic, and social data. Furthermore, a collection of 
services and information like organisations that belong to the disaster management 
teams (e.g. the fire department, emergency service and the police) and all necessary 
information about them (e.g. telephone numbers and organisational practices in case of 
an incident for the general public) are contained in this main class. 

The second main category, incident-specific, is more dynamic in contrast to the common 
data sets. Since the single data sets of this class changes with different speeds, it is 
necessary to develop sub-categories. The first one, the preparation data, changes very 
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slowly. Therefore, an incident action plan and information about past and possible 
events amongst others belongs into this area. For example, the action plan has to be 
re-worked after a new disaster occurs, because there is new information and situational 
circumstances that should be considered for the next incident. Data sets inside the 
second subcategory, situational data, change fractionally very quickly. This includes 
baseline-disaster information and humanitarian profile data and some additional data 
sets. Humanitarian profile datasets comprise e.g. information about the amount of 
affected and injured persons after a disaster occurs. This kind of information changes 
during the response and recovery phase. After an incident occurs there are initial 
valuations, but as time goes on the information about injured or dead persons will be 
updated again and again.  

On the basis of the data set categorisation, shown at Figure 6, furthermore the level of 
usefulness can be assigned to the single data sets. [PBBT14] pointed out that there are 
three levels of usefulness. Data set “can be useful because they are commonly used 
and have been proofed and tested” [PBBT14, p. 205]. Other data sets are untested, but 
they “can be useful because it is the only one that can be used to provide a particular 
set of knowledge” [PBBT14, p.205]. The last level contains data sets which do not really 
exist, “but are pointed to as having been useful by the lessons learned or problems faced 
during a disaster” [PBBT14, p.205]. This kind of categorisation can be applied on Figure 
6. Certainly this new classification is a valuable combination of the before mentioned 
categories of data sets: 

• available and used  
• available and shared  
• available and not used  
• not available but needed  
• not available in some organisations but available in others 

The categorisation of data sets, shown at Figure 6, corresponds with the identified 
incident types for SecInCoRe. The relevant data sets related to disaster management 
depend on the incident type. Figure 6 illustrates the relationship amongst others through 
the headline incident-specific datasets.  

2.3 Publication of Data Sets 

Data sets as part of the inventory are stored in a dedicated database of the Knowledge 
Base. The structure is shown in the Figure below. 
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Figure 7: Database structure of data sets 
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Further as one part of the SecInCoRe data model the scheme of the past disaster 
database is presented. The database structure goes beyond the categorisation of 
incident types. A detailed description is provided in [ 8 ] and also demonstrate the 
connections between the different database elements. 

 

 

Figure 8: Past disaster database 
scheme 
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3 Command systems and information management processes  
This chapter aims to provide an overview of command systems and also information 
management processes. The first sub-chapter includes EU institutions and the 
organisations of their member states related to disaster management. Thereby the first 
step presents a literature review. On the basis of this review, an overview of the 
institution, information systems and the possible connection between them was created. 
Following there is a selection and description of the relevant command and control 
systems. At least there are two examples of information management and command 
and control systems in practice. The first one contains a refugee reception centre 
process and the second one presents an event planning process (i.e. planning of an 
incident in relation to a soccer game) .  

Before starting with the sub-chapters, the term ‘process’ has to be clear. Generally a 
process is a series of coherent activities. It works only with input and results in one or 
more outputs [Füer14]. A process can be found in every area, e.g. production, business 
or computer science [www13]. 

The remaining part of this chapter contains an analysis of command systems and of 
information management processes. 

3.1 Approach 

According to the research framework of D3.1, several activities have been conducted to 
analyse the command systems and information management processes of first 
responder and Police Authorities. In the following is the extended figure of the research 
approach: 

 
Figure 9: Research approach for the analysis of command systems and information 

management (as defined and as maintained in practice)  
Source: Based on [5 , p. 30] 
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§ Literature research on high-level processes and existing command systems 
(based on the ISO 22320, DV-100, SCMW, GRIP and the ICS deviations 
between the command systems were analysed and illustrated). 

§ Process modelling: especially ISO 22320 was in focus to extract relevant tasks 
and relevant information 

§ Defining relationships between used processes and the occurrence of data sets 
and used information systems 

3.2 High-level perspective of information management process related to 

emergency management 

The connection between institutions of the European Union (EU) and the organisations 
of their member states are especially visible at major events, e.g. after natural disaster 
like flooding, the current refugee crisis or large CBRN incidents. The following Figure 
offers a general insight into these structures by the example of Germany. At this the 
focus is on the institutions with regard to civil protection and disaster management.  
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Figure 10: Structure of the EU and Germany related to civil protection 

 
The Figure above necessarily includes a lot of different elements. In the first instance 
there are some EU institutions (e.g. European Commission and Europol), but the list Is 
not definitive. These institutions are in contact with organisations of the EU like the 
Humanitarian aid and civil protection (ECHO). The exchange of information between the 
EU organisations and the organisations of the member states is made by information 
systems (orange bubbles in the figure above), e.g. the early warning and response 
system (EWRS) and also in direct discussion with representatives. For the description 
of the connection between the elements and an example, it is necessary to know what 
organisations and information systems are in the figure and what kind of tasks they 
have. The starting point for this deliverable are the organisations at the EU level.      
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The aim of the European Centre Diseases Prevention and Control (ECDC) is to 
strengthen Europe's defences against infectious diseases. To achieve this aim the 
ECDC offers a wide range of tasks and programs. This includes disease programmes, 
epidemic intelligence, health communication, preparedness and response, scientific 
advice, surveillance and training. [www15] 

The Humanitarian aid and civil protection (ECHO) was built by the EU Commission 
as a mechanism for disaster response. ECHO deals with saving and preserving life, the 
prevention and alleviation of human suffering and safeguard and at least the integration 
and dignity of the population affected by natural disasters and man-made crisis. 
[www16] 

The European Maritime Safety Agency (EMSA) “provides technical assistance and 
support to the European Commission and Member States in the development and 
implementation of EU legislation on maritime safety, pollution by ships and maritime 
security. It has also been given operational tasks in the field of oil pollution response, 
vessel monitoring and in long range identification and tracking of vessels”. [www14] 

The European Emergency Response Capacity (ERCC) was created for a faster and 
more predictable response to disasters. This organisation “provides a full 24/7 capacity 
to monitor and coordinate response to disasters. The ERCC collects real-time and early 
warning information on disasters, monitors hazards, prepares plans for the development 
of resources, (...), works with the participating states to map available assets and 
coordinates EU´s disaster response efforts.” [www17] 

The European Medical Corps (EMC) is one section of the ERCC. [www18] 

The Joint Research Centre (JRC) “support EU policies with independent evidence 
throughout the whole policy cycle. Its work has a direct impact on the lives of citizens by 
contributing with its research outcomes to a healthy and save environment, secure 
energy supplies, sustainable mobility and consumer health and safety”. [www19] 

The main goal of the law enforcement agency Europol “is to achieve a safer Europe for 
the benefit of all EU citizens”. For this the agency offers special services for all member 
states. This includes a “support centre for law enforcement operations, hub information 
on criminal activities and at least a centre for law enforcement expertise”. [www20] 

All affected institutions need information systems to exchange information in case of a 
threatening or occurring incident. In the following these systems will be described. 

The Early Warning and Response System (EWRS) is used “in the context of 
communicable diseases threats. It is a web-based system linking the Commission, the 
public health authorities in member states responsible for measures to control 
communicable diseases and the ECDC. (...) EWRS is frequently used for notification of 
outbreaks, exchange of information and discussion about the coordination of measures 
among players”.  
Other systems in the field of health threats are RAS BICHAT and RAS CHEM. “RAS 
BICHAT is a rapid alert system used for exchanging information on health threats due 
to deliberate release of chemical, biological and radio-nuclear agents.” The focus of RAS 
CHEM lies on the “exchange of information on incidents including chemical agencies 
relevant to terrorism and other events leading to release of chemical, and consultation 
and coordination of counter-measures”. [www22] 
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In support of the field officers the EU provide the Civil Protection Mechanism. This 
framework contains the following tools: Emergency Response Coordination Centre 
(ERCC), Common Emergency and Information System (CECIS), Training programme 
and Civil Protection modules. [www25] 

The Secure Information Exchange Network Application (SIENA) ensures “the 
secure exchange of sensitive and restricted information. The platform enables the (...) 
exchange of operational and strategic crime-related information among Europol´s 
liaison officers, analysts and experts, member states and third parties with which 
Europol have cooperation agreements”. [www21] 

Europol Information System (EIS) is another framework which is used by Europol 
and their member states. This system is “Europol´s central criminal information and 
intelligence database. It covers all of Europol´s mandated crime areas, including 
terrorism. The data in the EIS is stored within different online “entities” corresponding 
to actual objects such as cars and identity documents, and to people. The online 
“entities” can be linked to each other in different ways so as to create a structured 
picture of a criminal case. The system also allows the storage and automatic cross-
checking of biometrics (DNA) and cybercrime-related data.” [www23] 

Europol Platform for Experts (EPE) “offers a set of generic functions that are 
customised according to the needs of each online expert community. The current core 
functionalities include the following: 

• a library, where various documents, still images and videos can be uploaded 
and shared within your expert community; 

• a message forum, where users can ask questions and discuss issues with one 
another; 

• a blog, where users can publish news, promote events and announce changes 
to their expert community; 

• a calendar, where users can schedule events or meetings for a community; 
• a wiki, where users can work together to build a knowledge base within their 

expert community. 

The EPE currently hosts more than 30 platforms covering a wide range of law 
enforcement areas.” [www24] 

The Medical Intelligence System (MEDISYS)” is an internet monitoring and analysis 
system developed by the Commission Joint Research Centre (JRC) for the Health and 
Consumer Protection Directorate General (DGSANCO) to identify potential threats to 
the public health using information from the Internet. These ‘threats’ include both 
communicable disease and chemical, biological and radio-nuclear threats which could 
have a widespread impact on the health of the European Community. “MEDISYS 
collects articles from various sources on Internet. Articles are classified in pre-defined 
categories. Statistics are stored on the filtered categories and an algorithm is used to 
detect ‘breaking news’ in a given category. Based on the level of new articles and the 
detected keywords, an alert may be sent to key persons by email or SMS.” [Euro07]
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The Common Emergency Communication and Information System (CECIS) is “a 
web-based alert and notification application enabling real time exchange of information 
between participating states and the ERCC.” [www25] 

Each country builds procedures of crisis prevention and response on defined command 
and control systems. In the following section, a few systems are listed. 

 

3.2.1 Selection of Command and Control Systems 
The first step is a literature review to get an overview of the following command systems. 

• ISO 22320:2011 ‘Societal security – Emergency management – Requirements 
for incident response’ 

• FwDV 100 
• National Incident Management System (incl. Incident Command System) 
• ‘Tactics, command, leadership’ - Swedish Civil Contingencies Agency 

The main focus was on the analysis of fundamental structures, processes and activities 
in the mentioned command systems. Afterwards the objective was to identify differences 
and commonalities between the command systems, which led to the development of a 
representative taxonomy. The comparison was done manually by selecting all relevant 
terms in the different command and control system and their respective definitions. This 
Reference Command System should represent a consistent combination of all identical 
or rather similar elements that are essential for a basic command system in the field of 
emergency services identified by their individual definitions in the command systems. 
Further information are provided in D3.3 and D4.3 where the approach is described in 
more detail.  

 

ISO 22320:2011 ‘Societal security – Emergency management – Requirements for 
incident response’ 

The international norm ISO 22320 requirements for incident response that support 
private, public and governmental organisations by the execution of different incidents. 
The standard provides a framework for command and control, operational information 
and collaboration within an incident response organisation. It affects different levels, 
such as international, national and regional. The aim is to achieve a cross-national 
orientation to this norm, which supports all involved organisations and improves the 
efficiency of incident response operations. [ISO11, p. 1] 

 

FwDV 100 

The National unified fire service regulation (FwDV 100) applies to the fire services in all 
federal states of Germany, and is used as one important example within the EU. It 
consists of comprehensive guidelines and regulations to ensure uniformity referring to 
the organisational structure and relevant processes of all fire services. There are 
specifications for the command organisation, command process and appropriated 
means, that can be adapted flexibly to different kinds of incidents. The intention is to 
facilitate target-oriented incident response and improve the cooperation between fire 
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services of different federal states, as well as the collaboration with other agencies and 
institutions. [FwDV100, p. 2] 

 

National Incident Management System (incl. Incident Command System) 

The National Incident Management System (NIMS) describes a comprehensive and 
standardised approach for efficient incident management, which is applicable to all 
involved organisations in the USA. Therefore, different legal structures are underlying, 
but nevertheless NIMS is analysed for similarities in the command & control structure. 
The system provides a flexible framework for many different types of incidents, 
independent of cause, size, location or complexity. The level of validity is defined as 
nationwide, so that collaborative incident response is ensured. It determines processes, 
methods and structures for the organisations and encompasses different phases, such 
as prevention, protection, response, mitigation and recovery. [NIMS, p. 1ff.] 

The Incident Command System (ICS) is a fundamental component of NIMS and 
contains a standardised management system that combines facilities, equipment, 
personnel, procedures and communications operating in an organisational structure. It 
supports the co-ordinated execution of occurring incidents. [NIMS, p. 45ff.] 

 

‘Tactics, command, leadership’ - Swedish Civil Contingencies Agency 

In the concept ‘Tactics, command, leadership’ the focus is on an efficient execution of 
incident response operations, including all necessary measures for the preparation of 
fire and rescue services. The authors describe some obvious aspects, such as tactical 
principles, management systems and leadership, but on the opposite also less obvious 
aspects. These are for example time and space and situational perceptions. In the 
literature both types of aspects are equally important, because of significant 
relationships between several aspects. The concept systematically adds the less 
obvious aspects to generally existing and widely recognised aspects. Furthermore the 
influencing factors of incident response operations are enlarged. The content deals 
especially with the leadership role and management staff. It provides all organisational 
structures and procedures for the involved organisations. [SCMW05, p. 7ff.] 

 

GRIP 

The GRIP system (Gecoödineerde Regionale Incidentbestrijdings Procedure) can´t be 
used for the analysis. According to a statement of the IFV (Instituut Fysieke Veiligheid) 
there is no valid translation of the whole GRIP system available. The English translation 
of GRIP does not include adequate information for the development of a consistent 
process model. The abstract is useful to get a first impression of the underlying concept, 
but nevertheless it does not provide enough information for a detailed analysis. 

Summary: 

GRIP is an emergency management procedure, which is used by all emergency 
services and governmental agencies in the Netherlands. The procedure is divided into 
several different stages. The assignment to a specific stage depends on the dimension 
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of an incident and especially on the affected area. The measures for incident response 
can be adapted flexible to the current GRIP stage. [www7] 

 

Phase Affected area 

GRIP 0 Source-suppression. Day-to-day routine 
operations, no special coordination 
necessary 

GRIP 1 Source-suppression. Incident of limited 
proportions, harmonisation necessary 
between the various emergency services. 

GRIP 2 Source-and-effect suppression. Incident 
with a definite effect on the surrounding 
area. 

GRIP 3 Threatened well-being of (large groups of) 
the population within a single municipality. 

GRIP 4 More than one municipality 

GRIP 5 GRIP 4, multiple regions 

GRIP State Guidance by state required to preserve 
national security 

Figure 11: Stages of GRIP [www7] 
The selection of command systems (exclusive of GRIP) is based on an accordance of 
the main intentions and functionalities, because every system tries to ensure a 
standardised execution of incident response operations. The involved organisations and 
other institutions have to act according to the specified guidelines or rather requirements 
of the concepts, which should provide more efficiency and additionally improve the 
results of multi-organisational operations. Besides the mentioned command systems 
apply to the organisations, fire services or rescue services as an obligation in their 
respective countries. The commonalities are the prerequisites for the following analysis 
that intends to identify ‘connecting-points’ with regard to the content, knowing that some 
of these ‘connecting-points’ could be too abstract to be implemented. Eventually the 
amount of ‘connecting-points’ is a reference for the potential and extent of a Reference 
Command System, which consists of representative basic elements that are available 
in the above-named, already existing, command systems. In order to take country-
specific differences into consideration, the selection includes several areas of validity. 
In addition to command systems with relevance for European countries, the National 
Incident Management System (incl. Incident Command System) represents a 
perspective outside of the EU and may reveal partial, but significant differences. There 
is a possibility to compare elements individually and objectively, because every 
command system contains necessary basic elements (see D4.3, D4.4) in their structure. 
Furthermore, the definitions of these elements are nearly identical or at least similar. 
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After visualising the single command systems in hierarchical process structures, the 
next step is to develop the taxonomy of a Reference Command System in relation to 
WP4, which provides a hierarchical structure of all identical elements. 

3.2.2 Information management and command and control in practice 
After this short description of the main functions and tasks of the organisations, 
information systems they use and existing command and control systems in Europe, 
now the cooperation and information flow between some of them will be given in a short 
example. For this the refugee crisis, with last year’s peak for Germany will be used. 

After the refugees arrived at their target country they were carried to the approrpriate 
collection point by bus or train. Here the members of the disaster control organisations 
and the volunteer organisations care for the arriving people by supporting the 
registration process and offering medical care. In addition, they take care of the basic 
needs like food and beds. After the registration process is concluded the displaced 
persons are distributed to their permanent accommodation. The whole process of 
arriving, registration and distribution of the refugees at a refugee reception centre can 
be structured more in detail. All the sub-processes, as derived from the concrete events 
in Dortmund, September 2015 -- including the involved organisations, the information 
systems and the necessary data -- are shown in Figure 12..  
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Figure 12: Refugee reception centre process  
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The sub-processes of the procedure on the refugee reception centre in Dortmund are 
assigned to the chronological main processes on the top of the process part of Figure 
12. This means, that the arriving refugees in Dortmund are not in urgent danger. It starts 
with the main process “announcement of refugee arrival” and goes on with the 
preparation for the arrival of refugees, the actual arrival of them, the transport to care 
places, the basic medical and food care and as the last process the transport of the 
refugees to subsequent reception centres in the federal states. For example, the main 
process “Preparation for arrival of refugees” can divided into the establishment of a 
command staff and crisis command, the organisation of the registration, setting up a 
care place and among others the request of the arrival time and the number of the 
arriving refugees. Many disaster control organisations, like the local fire brigade, the 
municipality and the Red Cross, are involved to ensure a smooth operation. But for this, 
they need important datasets such as the arrival time and the number of refugees to get 
a situational awareness picture. This was derived by various internal documents of the 
involved Fire Brigade in Dortmund, results from the deliverable D3.3 and interviews 
conducted witrh involved parties in the incident. To receive this information, the involved 
organisations use different information systems. For instance, they used social media, 
‘INPOL’ and the Schengen information system for gathering the necessary information. 
[FwIS03][FwIS04][FwIS05][FwIS06][FwIS07][FwIS08] [FwIS09][FwIS11] 
[FwIS13][www1] [www2]  

The general elements of the refugee reception centre process namely the main 
processes, the sub-processes, the stakeholder, the information systems and the 
necessary datasets, can be found at each process. But to compare the refugee crisis 
with other types of crisis or incidents, a common understanding of the connection 
between process, information system and data was needed. For that reason, a 
dedicated workshop during a meeting with experts and advisors in Lancaster took place 
(see D4.4). Based on the results, another process structure was conducted using a total 
different incident but having similarities: a fully-booked football match. Figure 10 shows 
this structure. 

The analysis of the different incident situations shows the existence of accordance 
inside the processes and the involved persons, information systems and datasets. In 
the planning phase, there is always the preparation of the event itself and possible 
critical situations. For this, the organisers need certain datasets like the amount of 
person who are expected at the event. Based on this knowledge, the organisers are 
able to coordinate all relevant stakeholders. As shown in Figure 13 the fire brigade is 
always one of these stakeholders but, for example, the involvement of the Police differs. 
Ultimately each incident situation contains identical parts. So, the organisers can look 
at past events and use the knowledge out of this to plan for new one.   
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Figure 13: Event planning process – incident situation at a stadium [BFV13] [DFB09] 
[FIFA16] 
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In the run-up of such a game, there are a lot of tasks the responsible persons have to 
fulfil. Therefore, the main process starts with the announcement of the incoming football 
fans and goes further with the preparation for such an event, the arrival of the fans and 
the entrance into the stadium to the occurrence of a crisis situation and the end of this 
situation. Looking at the example below this structure can be divided into sub-processes. 
For this we pick up the preparation for an incident situation. This part of the structure 
includes among others the planning of a crisis team, the verification of listed or violent 
fans that may have tickets for the game and the establishment of a crisis plan. This 
instance is not only an example for similarities at the main process level; also, the sub-
processes without the last point are identical in the description to the refugee crisis. The 
accordance between these two structures is not finished at this point.     

In the range of the main processes some commonalities could be identified for the 
specific examples. The similarities are at the beginning of the whole process and start 
with the announcement of the incoming football fans, goes further with the preparation 
for a crisis event and ends with the arrival of the fans. In the subsequent process 
sequence, there are no more commonalities with the refugee crisis. But if we look at the 
next level, the sub-processes, there will be commonalities not only in the field of the 
processes mentioned before, but also in the area of the main processes which are 
comparable with the first structure in Figure 12. For example, in the range of the 
entrance to the stadium there need to be person checks which are also necessary during 
the arriving of the refugees. Another instance can be found in the field of the occurrence 
of the crisis situation which is one of the most important points listed. At the beginning 
of a crisis situation the responsible persons have to gain an overview of the situation. 
Furthermore, during a crisis situation at the stadium there are additional commonalities 
in the other categories like stakeholder, information systems and the necessary 
datasets. All these commonalities of the two structures are marked with a red border in  
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4 Research and inspection of information and communication systems  
Useful information is the key factor to enable a purposeful response to or preparation 
for a disaster. Information systems (IS) are valuable support targeting the provision of 
adequate information and therefore, a special artefact of the SecInCoRe inventory. 

4.1 Approach 

The approach for research in this area was defined in [ 5 ]. In accordance to this 
respective activities have already been conducted (see Figure 14). 

 
Figure 14: Current status of activities in task T3.3 

Analysis of information was conducted as follows: 

• Implementation of Market and Desktop studies for performing an ongoing study 
on information systems: In order to extend the overview of information system on 
basis of SecInCoRe background, further available applications on the market 
were collected and analysed. To include the scientific efforts in this area, national 
and EU projects were researched on. On basis of these both approaches the 
industrial as well as the research landscape can be brought together enabling a 
comprehensive analysis. 

• Analysis of communication and information systems: Based on the research 
studies from the market analysis structures and categorisation of information 
system were defined in SecInCoRe. The ongoing extension of the amount of 
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information system show the validity of the categorisation. Besides the structure 
of information systems the interfaces to other systems is also important. For that 
purpose, communication systems are also important. Thus the search and 
analysis of respective systems, their characteristics and architectures was in 
focus in the SecInCoRe inventory. 

• To discover information systems actually used, the EPISECC questionnaire was 
used to identify relevant information systems in use from some of our Advisory 
Board members: e.g. partners from the Lancashire Resilience Forum were asked 
especially having the UK national system ‘Resilience Direct’ in mind. 

• Another research aspect was success factors for the uptake of information and 
communication systems. First insights and frameworks are presented based on 
literature research and inspection. Further these results are also reflected based 
on the overall inventory and related demonstration cases in the validation of the 
knowledge base.  

 

4.2 Structure and Acquisition of Information systems 

The structure based on results presented in D3.3 was approved by the ongoing 
gathering of further available information system, the categorisation of these systems 
and the inclusion in the respective SecInCoRe database. The scheme is shown in  
Figure 15 below. 
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Figure 15: Database scheme for information systems (see D3.3) 

 

The number of systems by category is presented in the following Figure. The process 
for the identification of the categories was already presented in D3.3. In total there are 
125 system gathered and stored in the information system database. 
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Figure 16: Number of systems gathered in each category 

One aim was to highlight the categorisation of system and defining a model to describe 
information system used in emergency situations. A further aim was to represent as 
many countries as possible in the study of available information systems. The EU spread 
is demonstrated in Figure 17.  
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Figure 17: Spreading of gathered information systems in the SecInCoRe Knowledge 

Base 
 

Based on the described approach, the database was setup and used to store all 
gathered information systems. 
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4.3 Success factors and barriers for the uptake of information systems 

Another main part of the research work conducted in T3.3, was the identification of 
success factors ad barriers in the uptake of information systems.  

4.3.1 Definition of success factors 
Moreover, one goal of SecInCoRe is to find new or modify existing business models for 
IT-systems in Public Safety and Security. Therefore, success factors have to be 
identified to create a basis for new business model concepts. The most effective 
analysis of critical success factors is done top down [York88]. SecInCoRe´s approach 
was to find critical success factors that are necessary to be successful for information 
system provider but in the same time also for the user of these systems in Europe. 
Afterwards specific success factors could be defined for specific countries.  

4.3.2 Interactions between basic success factors from an IS providers 
and IS users point of view 

For defining success factors a two-step approach was followed. First, a literature review 
of existing approaches was taken into account. Second, the previously defined Key 
Performance Areas (KPA) were analysed with regard to success factors.  

The SecInCoRe consortium defined four KPA in [ 3 ]. These KPAs are part of the 
validation strategy of the SecInCoRe outcomes. In order to define criteria regarding the 
success factors of the use of IS, the KPAs were taken into account: 

Figure 18 Database implementation 
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§ Operational Procedures (OP) – in this context operational procedures are 
meant: 

a) The development process of IS provider 

b) The process of use and moreover the quality of use and the integration in 
existing FR – processes (like command and control) 

§ Efficiency (E) – measurement of factors of efficiency of IS and further the 
efficiency of FR operation due to the use of IS 

§ Capacity (C) – range of function and capacity of IS and in this relation the 
capacity of FR organisations 

§ Economic considerations (EC) – in this KPA aspects like the IS provider´s 
sales rate as well as procurement regulations and opportunities of FR 
organisations are grouped.  

Based on research outcomes of SecInCoRe the importance of addressing ELSI in 
system design process lead to one more KPA: 

§ ELSI viability (EV) – security, availability, reliability 

Moreover literature research ([MBP04], [Dorn94]) expose further KPAs directly linked to 
the use case of IS-provider and the respective user. 

In D3.3 a first overview over basic success factors regarding IS providers and IS user 
was given (see figure below). Further a relation to defined KPAs in relation to [ 3 ] are 
given. 

IS-Provider IS-User 

Support by executive board  (EC, OP) Revise false expectations (C, OP, EV) 

Involvement of end users (C, OP, E) Thinking as a whole, starting with parts 
(OP) 

Experienced project managers (EC, 
OP) 

Promotion by leadership, acceptance of 
everyone (OP) 

Distinct business goals (OP, EC) Quality not quantity of information € 

Straightforwardness (OP, EC) Including external information (E, OP, C, 
EV) 

Standardised software infrastructure 
(EC, OP) 

Consistency of data (EV, E) 

Stability of main requirements (OP, EV, 
C) 

User-friendly display of information (OP, 
C, E, EV) 
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Reasonable process model for the 
whole software lifecycle (OP, EC) 

Connection to other applications (C)  

Reliable calculations (EC) Flexibility and dynamic (OP, C, E, EV) 

Motivated and competent team (OP, 
EC) 

  

Figure 19: Basic success factors by [Dorn94] and [MBP04] 
What becomes obvious is the distinction between provider and user and therefore, 
between KPAs targeting the economic impact of IT system development and the KPAs 
more related to functionality and efficiency of a system. 

In a next step these success factors were analysed in more detail regarding the 
interactions between the IS-providers success factors and the IS-users. The result can 
be seen in Figure 20. 

 

 

  
Figure 20: Overlapping of success factors targeting provider and users 

 

The figure shows, that only four success factors of the IS providers point of view are 
actually having an impact on that of the IS-users. To give a better overview over the 
interactions they were displayed in following Figures. 
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Figure 21: Influence of experienced project managers on IS users SF 
 

Experienced project managers have a good understanding of a projects complexity. 
Complex projects should start in with basic features and should be introduced within the 
company in a small department [SG01]. The project manager knows a project’s goal 
and how to accomplish it. The experienced project manager can support the leadership 
and new users/workers in promoting the new IT-system, related social practices, and 
convince critical employees. This situation is adaptable for introducing IT-system in first 
responder and Police Authority organisations. 
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Figure 22: Influence of involved end-users on IS users SF 
 

To gather the needs of end-users they need to be involved into the development 
process. This way developer knows which end-user needs which information and 
therefore, is able to develop a user-friendly system with a high quality of information, 
even taking external information in consideration, if needed. To use the results of the 
developed IT-system in other applications the developer needs to know which 
applications need to be integrated. There are several methods existing to ensure the 
integration of end user in the developing process. Used method in SecInCoRe was the 
‘collaborative-design’ described especially in research results from WP2. 
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Figure 23: Influence of stable main requirements on IS users SF 
 

Defining main requirements and developing key features to fulfil these requirements 
helped to keep the straightforwardness which covers the SF: "thinking as a whole, 
starting with parts". The development of more advanced features is successful only if 
key features can be successfully implemented in the company’s system. This has also 
a direct impact on the quality of information that IS-users get. Key information need to 
be displayed to support the end-user, as opposed to large masses of detail which 
prevents the user from getting a clear overview. 
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Figure 24: Influence of a motivated and competent team on IS users SF 
 

A well-rounded, highly motivated and competent team are the main requirement to 
support an experienced project manager. They know how to reach the goals the project 
managers defines, how to solve problems in the development process and with the end-
users.  

4.3.3 New success factors based on failed projects in Germany 

To identify CSFs for Europe regarding IT-systems in the public safety and security sector 
the first approach was to identify failed projects in the public sector in Germany with 
internet research and literature inspection. This lead to overall 16 projects.  
Computerwoche.de listed 10 failed projects [www3], Spiegel.de listed 9 failed projects 
[www4] and Mertens analysed 7 failed projects in Germany [Mert09]. While very specific 
problems occurred in these projects, it was able to identify general reasons that 
happened in multiple projects across the public sector. The main reasons for these 16 
failed projects are: 

1. Misinterpretation of task complexity  
2. No definition of the task leader / wrong project management by public authority 
3. No exact definition of the task itself 
4. Lack of communication (provider – authority, provider – end user, authority – 

end user) 
5. Wrong risk management 
6. Politics (could fit into 2)  but its more diverse than just a task leader / project 

management decision) 

Results of the problems were:  

1.   
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a. Delay of project  
b. promised functions didn’t work 
c. not enough workers 
d. too many parties involved 

2.   
a. No person in charge to make the final call <-> too many parties want to 

make it their way -> discussions instead of progress;  
b. no responsibilities for mistakes <-> no one cares if projects fails, 

because it´s not their fault 
c. cost explosion 

3.   
a. Provider interprets the task as they want 
b. Increased complexity 
c. No proper technical solution 

4.   
a. Authority orders software which isn’t needed  
b. Provider develops tools, which will not be used by end users 
c. Software is too complex 
d. Software doesn’t cover the functions it should 

5.   
a. No risk management for miss calculations (cost / time) 
b. Issues are not / too late communicated (no control system) 

6.   
a. Too many parties involved forcing too much discussions leading into 2) & 

3) 
b. See also topics at 4. 

In a next step the reasons listed above are compared with the main success factors for 
IT-projects in order to learn about the main reasons of project failure: 

 

1. Misinterpretation of task complexity: 

The first reason is covered by multiple success factors defined by [MBP04]. At 
first experienced project managers are a key reason for the success of IT-
projects. An experienced project manager has a general understanding of 
requirements of speciality departments and software engineering as well as 
experience in organisation and leadership. Straightforwardness is the second 
success factor relating this topic. The larger and more complex an IT-project is, 
the higher is the risk of failing as it gets more difficult to handle.  

2. No definition of a task leader / wrong project management by the public 
authority: 

As listed in the results the absence of an official task leader of the public authority 
can lead to big discussions within the organisation and the IS provider can´t solve 
problems occurring efficiently. If there is no person responsible for the failure of 
the project no one cares about the failure. None of these reasons are covered by 
the standard success factors as the public authority can be seen as a third party 
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in this kind of problem. Therefore, every stakeholder has to announce a person 
in charge to make final calls.  

 

3. No exact definition of the task itself: 

The stability of the main requirements has to be ensured. The main requirements 
have to be defined to cover the central functions of the project. Based on these, 
following levels are developed but should also allow flexibility in the definition of 
the requirements keeping the high-level requirements untouched. To prevent the 
misinterpretation of tasks the IS provider has to involve end users as well. 
Otherwise the provider will risk to fulfil the major requirements of the project. End 
users have to be involved in a responsible position for the specification, 
acceptance and user organisation within the development process.  

 

4. Lack of communication: 

This reason is covered partly. The lack of communication can be solved by 
involving end users. But as seen in the results of the problems the lack of 
communication isn´t solved by only communicating on the developer – end-user 
level. Public authorities can order new IT systems which aren´t needed. To solve 
this problem a communication channel between all parties has to be set up using 
a common terminology ensuring understanding between each other.  

 

5. Wrong risk management: 

A solid risk management is a key factor to solve occurring problems. A 
reasonable process model for the whole software lifecycle can help from the IS 
providers point of view. But there has to be an efficient process within the public 
authority as well, as the project will probably cost more money and/or take more 
time than planned. Quality gates have to be defined in cooperation with all 
involved parties to explore upcoming problems early and efficient.       

                                            

6. Politics: 

The larger a project gets, the more stakeholders are involved. This usually leads 
to frictions between those as the stakeholders serve their interests. This isn´t an 
IS provider nor an IS user kind of problem. As there will always be projects where 
stakeholders are dependent on each other (e.g. government vs. parliament). 
There is not really a solution that could be defined as a success factor to prevent 
problems occurring around politics.  

To summarise, the following old and new success factors cover the main reasons for 
failed projects: 

• Experienced project managers (old) 
• Straightforwardness (old) 
• Stability of the main requirements (old) 
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• Involvement of end users (old) 
• A reasonable process model for the whole lifecycle (old) 
• Definition of a main person in charge for all stakeholders (new) 
• Set up of communication channel between all stakeholders (new) 
• Definition of quality gates for all stakeholders (new) 

Based on these results related to the analysis of success factors the analysis conducted 
to derive conclusion on existing and used business models will follow in the next section. 
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5 Business models for the application of information systems  
As defined in previous deliverables, one of the tasks of WP3 is dedicated to the analysis 
of business models for the sustainability of information systems. 

5.1 General approach to define business models 
The followed approach for the analysis is explained in Figure 25. Through a dedicated 
review and analysis of current laws and procurement directives, in addition to 
procurement guidelines, the main process to obtain information systems by emergency 
services was performed. Or, the other way around, a further step, in addition to the 
current laws and directive, has been dedicated to the investigation of information 
systems somehow similar to the one of SecInCoRe in order to analyse the business 
models they use. Results have been collected in the Knowledge Base dedicated to 
business models1. The aim of the current chapter is to describe the state of the art of 
the gathered business models and to share the analysis based on the sources stored in 
the Knowledge Base. 

 
Figure 25: Research approach for the analysis of business models 

5.2 Definition of the main relevant models of business  
Through the literature review and desk analysis, it has been possible to identify some 
crucial points when talking about business models for information systems for 
emergency services. The main finding is related to the perspective that is adopted to 
face a discussion on business models; it has to be considered who has to buy or to 
obtain an information system, and, on the other side, the operated business models by 
those who are implementing and promoting an information system.  

Starting from the perspective of national emergency services, being generally public 
institutions, which intend to adopt an information system it is generally necessary to 
follow the rules of public procurement. For this reason, a first work of analysis was 
dedicated to public procurement procedures in various European countries. What 
emerged is that public procurement can change from country to country, even if in 
Europe the process has been harmonised compared to the past in order to align 

                                            
1 Knowledge Base on Business models is avilable here 

http://31.171.245.222/sqlbuddy/#page=browse&db=BusinessModels&table=Businessmodels&topTabSet=2 
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procedures. In addition to public procurement other forms, such as public private 
partnership are also applied. 

On the other hand, if we adopt the perspective of who implements and sells information 
systems, different business models can be developed. The variety of business models 
depends on the different approaches on which the information systems are based, on 
the different scopes and also to the different actors that implement the system. 

In line with this, the data gathering about business models for the KB has been 
performed in order to identify the most relevant business models for information systems 
used by emergency services for crisis management. With this it has been possible to 
identify four major business models that are adopted for information services. Such 
models have also been discussed with the users that attended the SecInCoRe 
workshops in order to verify the correctness of the categories. The four models identified 
have been categorised as following: 

• publically funded Pan-EU model;  
• vertical model, that can be public or private, focused on specific emergency or 

related topics; 
• not-for profit model, building a volunteer community, that could be a new 

community or integrating outcomes into an existing one;  
• commercial model based on private companies.  

Clearly, some business models might have overlaps between those categories or they 
do not fit perfectly. However, a categorisation was needed to allow the analysis of the 
information stored in the KB. A short description of each category is given in the next 
paragraphs to better understand the following analysis and was derived from the results 
of the second AB-meeting in Athens.  

The publicly-funded Pan-European Model is based on the investigation of several 
information systems that are provided and maintained by European institutions or 
national governments interested at a European scale. This model implies that 
European institutions, or national ones, develop and maintain a system that can be 
used by other single institutions. An example2 of this kind of model is provided by 
Eurodac (European Dactyloscopy), a fingerprint system developed by the European 
Commission for asylum-seekers and those who cross borders by irregular means 
purposes and other systems. Other can be: 

• VISI II; 
• PolOnline. 

This kind of model shows several positive aspects: first of all, it has the highest level of 
trust due to the fact that it is under the control of an established institution. Furthermore, 
due to the property of a European body the maintenance of the system is guaranteed 
through public funding.  

The second model is related to the information systems that are based on a vertical 
implementation. This means that there are information systems which very much focus 
on a single topic. For example, Chemdata, is one of the most trusted sources of 
information in its sector providing information only on Chemical incidents. This type of 

                                            
2 All examples inserted in Chapter 5 are also available in the dedicated Kwoledge Base. 
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information systems can be public or private; the business model is built on the specific 
level of information the system can provide and they are generally based on a pay-per-
-use system or based on an annual fee. For example, in the case of the Interpol crimes 
database, the business model is based on a pay-per-use solution: each country pays 
according to the number of searches done by its own agents. Another example is the 
Hazchem database for chemical emergency which is managed by a private company, 
Herwell, UK. This database is run on a fee basis for all stakeholders that want to access 
the database. 

In the case of a vertical implementation, information system can be provided and hosted 
by a public actor as well as by a private company; what is an important outcome of the 
analysis is that users pay for the detailed level of the information. 

The third business model is based on approaches developed by not for profit 
organisations. In this sense, no profit organisations and consortia develop free and 
open-source solutions that can be used for free by the stakeholders for the benefit of 
the entire community. Examples for this category are rather rare, a main example is 
Ushahidi3. Ushahidi (Swahili for "testimony" or "witness") is a web application created in 
the aftermath of Kenya's disputed 2007 presidential election that collected eyewitness 
reports of violence by volunteers. These were sent by email or text-message and were 
mapped on a Google map. The model adopted by Ushahidi is based on the fact that the 
app is free”. In addition one of the founders, Mr. Hersman, clarified in an interview4 that 
the company prefers not to take any public funding from any country in order to maintain 
its neutrality on the provided data. Always following Hersman’s statement, Ushahidi’s 
primary source of income is a private foundation grant funding (e.g., Omidyar Network, 
Hivos, MacArthur, Google, Cisco, Knight, Rockefeller, Ford), however there are on-

                                            

3 In 2008, Ushahidi, Inc. was founded. This is a non-profit software company that develops free 
and open-source software (LGPL) for information collection, visualisation, and interactive 
mapping. Ushahidi (now one of the company’s products), which has since been improved, 
released freely, and used for a number of similar projects around the globe. Now in its 3rd version 
Ushahidi v3, The Ushahidi Platform  (which will have both an open source and a cloud version) 
has grown from a crisis mapping tool to a management platform for crowdsourced data. 
According to the link http://mediashift.org/2012/08/whats-next-for-ushahidi-and-its-
platform226/ “The purpose of v3 is to provide a better crowdsourcing platform, so that the 
leaders, crisis responders, funders, and decision making organisations can do their work more 
efficiently, gather better information, and understand what’s happening on the ground”. 
According to Hersman, “Ushahidi is used in over 150 countries, it has been translated into 35 
languages and has been deployed over 40,000 times. From earthquakes in Haiti and Japan, to 
floods in Pakistan, blizzards in the US, fires in Russia and elections in East Africa and South 
America. Ushahidi has been used by individuals, civil society groups and governments. [...] 
Ushahidi has also been widely used by funders to governments as a way to gather information to 
improve decision making”.    

 
4 Interview is available here http://mediashift.org/2012/08/whats-next-for-ushahidi-and-its-platform226/ 



D3.4: Final publication of inventory results, 
Version V1.0 

 

61 

going efforts to diversify funding with earned revenue from client projects. Other 
examples for this category are: 

• Ready; 
• Disaster Recovery. 

Examples, as the ones reported above, show that generally no profit models are based 
on the volunteer will of organisations to make information and data available for free. 
This type of information systems can be based on crowdsourced information, as in the 
case of Ushaidi, or on the owner of the system, as in the case of Ready which is 
sustained by the Department of Homeland Security of the United States. In all cases, 
the not-for-profit model is generally open source and publically available. 

The last identified business model type is related to a proper commercial strategy that 
implies the selling for profit of a service or product useful for crisis management. This  
kind of business model is very often used by private companies developing solutions for 
emergency services. Some examples are: 

Cisco; 

• Eagle Crisis Management Suite; 
• Hegeo; 
• SIS EmerGeo. 

These examples are current private commercial disaster databases or crisis 
management systems provided by private societies, selling their product or solutions. 
Other important examples to take into account are Google or Microsoft. The commercial 
model is generally followed by private companies that develop solutions for emergency 
that can be used by stakeholders according to the price they pay for the solutions. Such 
solutions are generally modular, namely based on different components that can be 
bought separately and also integrated with other existing technologies.  

5.3 Report on the Business Model Inventory  
The KB is an important tool of the SecInCoRe project that should be continuously 
improved by adding new contents and sources. At the moment of the writing, and as 
reported in Figure 26, the Knowledge Base on business models contains 70 entries.  
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Figure 26: Knowledge Base on Business Models 

The database, that forms the basis for the KB, is structured in a way that each entry has 
the following fields: Id, title, description, source, language, country, publisher and 
category. The structure of the database is shown in the Figure below. 

 

 
Figure 27 Structure of the business models database 

 

As said, entries have been collected starting from a research based mainly on desk 
analysis and information gathered from stakeholders. Through the search, it was 
possible to identify systems which were relevant from the point of the contents or 
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functioning for SecInCoRe and where it was possible to identify the used business 
model.  

The entire database is constituted according to the categories reported in the following 
Figure 28. 

 
Figure 28: Report on the included Business Models in the Knowledge Base 

 

In addition to the information on the four models of business that have been introduced 
already, also other information has been stored due to the fact that they cover other 
aspects related to business models that have been analysed under WP3 and WP6. In 
particular the database contains: 

• A guideline to explain the way in which the data gathering has been performed; 
• Information on Public Models that are not related to European countries (and 

that cannot be defined as Pan European); 
• Examples of Public Private Partnerships; 
• Examples of Public Procurement Models from European countries; 
• Information on New Business Models; 
• Information about in house doctrine. 

These kinds of sources have been taken into account as complementary information to 
the analysis of business models performed during the project lifetime and for this reason 
they have been stored in the KB. In particular, this material was relevant in an early 
stage of project development during the investigation of procurement systems from 
public authorities or on other kinds of procurement that can be implemented in regard 
to new business models or in house development.  

However, the information related to business models that are much more relevant for 
the scope of this deliverable is reported in Figure 29 and is related to the above 
described four categories.  
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Figure 29: Report on the main for Business Models identified  

 

As reported in the Figure, the majority of information is related to the commercial model 
(with a total of 21 sources) and to the vertical one (16 inputs). Less populated are the 
categories about a publically funded Pan European model (for a total of 9) and Not for 
Profit (with 7 examples).  

Observing the critical mass of information stored it is possible to notice that 69 entries 
out of 70 have been retrieved and collected in English, the only one that is not in English 
is in German.  

For 100% of the entries in the KB a brief description is provided; in addition, there is a 
link to the primary source in order to retrace where the information came from. Indeed, 
14 entries are related to documentation stored in other deliverables produced by 
SecInCoRe, while the remaining 56 sources are connected to proper links and websites 
available on the Internet.  

Regarding the geographic distribution of the gathered information, it was not always 
possible to identify the country to which the investigated information system is linked. 
However, it can be said that more than 50% of the information is related to information 
systems connected to European countries. In addition, in order to allow some 
comparison and to enlarge a bit the field of investigation, some examples of information 
systems have been included which were developed outside Europe. This enables the 
possiblitiy to find also interesting approaches from outside Europe.  

• 4 examples from United States; 
• 2 from Canada; 
• 1 from Kenya; 
• 1 form India. 

5.4 Analysis of existing business models 
The data gathering of business models related to information systems performed during 
the project lifetime opens some points of reflection. The analysis provided in this 
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paragraph aims on one hand to help the reader in a better understanding of the 
information collected and stored in the KB, on the other hand wishes to improve the 
comprehension of the business models in a such a complex environment as crisis 
management and security. 

Looking at the way in which companies, institutions and organisations have organised 
and built their own business in relation to information systems for crisis management, it 
is evident that the primary distinction that exists in terms of business models is between 
publically funded systems and private ones. In this sense, the publically funded model 
can be further divided. Such model can be identified at European scale, as most of the 
examples provided in the KB, and for this reason called Pan-European, or at a wider 
scale, such as the examples of information systems provided by international 
organisations, as in the case of systems developed by the United Nations with the 
support of other high-level actors (e.g. the Global Disaster Alert and Coordination 
System).  

In the case of publically funded models, such systems can be the result of an internal 
effort (e.g. EDRIS) or the result or further development of project’s outputs that have 
been somehow adopted by European institutions. For example, it is not uncommon that 
results from European funded projects have been supported and then implemented by 
European Institutions and related agencies becoming live platforms. The result is that 
such instruments are in most of the cases open to public use or to selected users.  

On the other side, the approach adopted under the defined commercial model is 
generally pursued by private companies that internally develop concepts, technologies 
or knowledge. Such products or services can be bought by anyone interested. In the 
majority of these cases, private companies developed modular solutions allowing buyers 
to decide which component they want to buy. Singular components can also be applied 
and integrated to other existing solutions. Payments can be either done by paying per 
use or through tailored options that depend on what the user is buying and in which 
version. This case is represented by Crisis Commander Ltd which is a privately owned 
Swedish company developing cloud-based crisis and incident management software or 
by C4i, based in Canada, selling interactive, electronic tablets for training solutions for 
emergency response and crisis rehearsal training, designed specifically for Emergency 
Management staff, Emergency Operations Centres and Civil Leadership. 

In this latter case it emerges that the customers of private solutions can be very wide, 
from private buyers to public ones. In the case of private ones, the main ways to sell 
products and solutions are pay per use or based on annual fees. In the case of public 
buyers, even private companies have to follow the rules of public procurement to sell 
their solutions. 

Another aspect of the analysis shows the high number of private companies that develop 
and sell information systems for crisis management in comparison to publically funded 
solutions. During the investigation it also emerged that a high number of companies in 
the field are based in the United States. However, due to the relevance of European 
based solutions, only some examples of US companies have been included in the KB.  

In addition to the two categories presented so far, a cross cutting category emerges from 
the analysis that has been defined as vertical model. As already written above, the 
reason behind the definition of such category is due to the fact that the business model 
is in this case built on the specificity of the solution or knowledge provided. This 
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approach is generally followed by public institutions (e.g. Interpol or WHO) but it can 
also be characterised by a more business-oriented strategy. This means that in some 
cases the access to the system is not free of charge but can be subject to payment 
conditions. This approach highlights that the line between a business model based on 
profit or on not-for-profit cannot be totally dependent on who has the property of the 
information system because sometimes who should be seen as a public actor and 
mostly recognised as a developer of free solutions or knowledge is not. 

The final category that has been analysed is the not-for-profit model. Under this category 
several examples have been collected that show how systems, which are similar to 
SecInCoRe, have been implemented by not-for-profit organisations, institutions or even 
companies, just for the general well-being and safety of people. In cases such as ‘Ready’ 
(https://www.ready.gov/), guidelines for preparedness for storms are updated directly 
from the US government for the citizens. Examples such as Ushaidi, DMIS or Open 
MRS Wiki, on the other side, are provided by not-for-profit organisations. In both cases, 
these examples give a wide space of reflection on the importance of building a 
community and sharing technology and information with citizens for the entire society 
and how information systems based on open source solution can really make the 
difference for the common welfare.  

Summarising, the largest number of sources that have been collected on information 
systems are based on business models made with a proper commercial scope, which 
can be sustained by private companies as well as by public institutions. This highlights 
the importance of private companies working in the sector for concrete businesses’ 
aims, therefore the perspective of private companies are taken into account in 
SecInCoRe. On the other side, the importance of information systems which are 
publically funded cannot be denied, representing a good solution for implementing and 
maintaining systems with a high quality of the solution. Unfortunately, these solutions 
are not so many in terms of number and they have also to face with budget cuts. The 
systems produced by not-for-profit organisations are a minority but these provide 
important insights about how information systems can successfully be maintained even 
without political and economic support. 

Certainly the analysis here provided does not pretend to be exhaustive due to the 
complexity and variety of the field in which the current research is engaged. At the same 
time it intends to give some insights on the most used approaches, the actors behind 
the solutions and the scopes when talking about business models. 

In conclusion, it should be noted that the identification and definition of business models 
in this sector could be very difficult due to the many facets and blurred boundaries that 
information systems have. Furthermore, due to the innovativeness of the sector it is not 
excluded that business models will change quickly in the future, following further 
technological development.  
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6 Access to inventory content 
Up to this point, all topics concerning the content of the Inventory have been described. 
Another important point is the access to these contents, represented in the Knowledge 
Base. The aim is, to develop a concept for a Semantic Framework, which shows how 
the content of the Knowledge Base could be accessed easily using the semantics, 
developed in WP4. This concept should be used as the basis for demonstrators to make 
the project results from SecInCoRe discussable and visible. After that it could be reused, 
when organisations plan to prepare their own Common Information Space. The next two 
sections describe the developed concept and its implementation within SecInCoRe. 

6.1 Concept Semantic Framework 

The data in the emergency domain within the EU is  

• distributed among several organisations, persons and storage systems,  
• unstructured hence stored in several formats and without unified data formats, 

available in different languages, 
• Available in different languages, because most organisations are working in 

their national language and not in English 
• Either public or sensitive or restricted, depending on the kind of data and the 

regulations of the nations / organisations.  

This causes duplication of effort. Obviously, the problems cannot be solved within a 
single project, but requires ongoing technical and especially organisational 
developments in the EU.  

6.1.1 Overall 
The Semantic Framework matches results of SecInCoRe together to make first steps, 
solving these issues. Therefore, it uses four main approaches:  

• Make the data accessible from one source 
• Structure data using semantic approaches  
• Try possibilities of automatic translation 
• Enable a trusted environment 

Having these approaches in mind, the top-level concept shown in Figure 30 was 
developed. The data in the domain is stored either in databases or in filesystems, spread 
among all organisations. The data is inserted into the Knowledge Base either connecting 
the databases directly or uploading the contents of the filesystems. In addition to these 
data sources, the SecInCoRe databases are connected to the Knowledge Base. Within 
WP4 different ontologies and semantic approaches were developed, representing broad 
parts of the emergency domain. These ontologies as well as semantic approaches 
representing the ‘world knowledge’ are used to structure the data within the Knowledge 
Base. Finally, members of the domain could search within the Knowledge Base using 
the Semantic Search.  
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Figure 30: Top Level concept of the Semantic Framework 

 

As explained above, one important approach is the creation of a trusted 
search/knowledge? environment. Therefore, input from several advisory board 
members and demonstration case participants was collected, analyised and included in 
requirements. From this, a concept for how to manage a CIS from the perspective of the 
Semantic Framework was created. The main question that arose was: Who should host 
the system, who will be the managing authority? To answer this question, an 
organisation has to be found, which is capable to manage such a system, is able to 
accept the responsibility to run it and is very trustworthy. in the eyes of potential 
participant organisations. Caused by these requirements, a major part of the End-Users 
agreed that the managing authority has to be on a national level or lower and a 
governmental institution. As a good first approach the Home Offices of the different 
nations were identified as managing authorities.  

Different national systems could be connected to a bigger European conglomerate 
managed by a european body i.e. DG Echo or similar, where the details of responsibility 
and data exchange should be negotiated among the different managing authorities.  

There were also End Users who stated, that the managing authority has to be on EU 
level, but in the last AB-Meeting the structure described here was validated. The 
resulting organisational structure is shown, using a simple example in Figure 31. 

File.pdf
…

Emergency	domain

AAO.xls
Der	
Alarm	
wird	nur	
dann

File2.pdf
…

Plan.txt
W	naszej
organica
cii…

Represented in

SecInCoRe
Domain	ontologies

Knowledge	
Base

Upload	in

Upload	in

World	knowledge
Upload	in SecInCoRe	

databases

Databases

Upload	in

Connect	 to

Search	in	data
Using ontologiesSearch



D3.4: Final publication of inventory results, 
Version V1.0 

 

69 

 

 
Figure 31: Organisational concept 

6.1.2 Data collection 
Given that the organisational basis is created, the first question that arise was: How is 
data inserted into the Knowledge Base? There are two main cases for data inserting: 
The first one, if data is stored in online accessible databases and the second one, if the 
data is on the file systems of organisations. After these two, there are several other 
potential data sources as websites, online storages etc. The Semantic Framework 
Therefore, enables a broad width of data sources to be integrated. Details about 
compatible data sources are explained in the implementation section below. 

The Semantic Framework envisages two ways to insert data into the Knowledge Base: 
Either an organisation wants to connect specific data sources to the Semantic 
Framework or a single user wants to upload a single or a few documents. 

In the first case, the organisation has to join the CIS. After that a supervisor defines 
which data sources should be connected in which way. Either data is uploaed into the 
Knowledge Base or the data source is linked to the Knowledge Base. Data sources 
could be file systems as well as single folders on a file system or databases.  

Each data source is tagged with a confidentially level. All documents authors save on 
these data sources are then treated correspondingly. For the purpose of the Semantic 
Framework a simplified version of data confidentiality level is used. The details has to 
be defined corresponding to the specific organisations and to the ELSI guidelines 
(www.isitethical.eu). The concept of the Semantic Framework offers a flexible adaption. 
Data sources could be either public within the CIS, sensitive or confidential. Public data 
is analysed and the document inclusive the meta data is uploaded into the Knowledge 
Base. If the data source is tagged as sensitive, the documents are analysed and only 
the metadata is uploaded. The organisation can declare which meta-data should be 
uploaded for which data source (i.e. topics and title are fine but the summary should 
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remain private). Confidential data sources are completely ignored by the crawling (Find 
details in the implementation chapter below).  

The last step is the quality assurance: authors and supervisors can optionally review the 
created meta data and customise or replace it with manual descriptions. Once the 
documents are inserted, a discussion function for all members of a CIS could enable the 
exchange among the members and improve the data quality.  

The demonstration cases have shown that there are two types of users: On the one 
hand, there is busy staff who is involved in much daily work. They are only able to use 
such a system, if it has no or very little influence on their daily workload, by adding tasks 
to their normal processes. These users will not review the meta data for every document, 
Therefore, they are happy that the automatic approaches do their job. On the other hand, 
there are i.e. volunteers or alumni who are very active and write documents, which they 
happily complement with meta data, or organisations may define specific persons to 
care in depth with the topic. Therefore, the manual modifying should be an option but 
the automatic analysis should create the basis. The whole process is shown in the 
Figure below.  

 

 
Figure 32: Standard Upload 

 

The second option – the upload of single documents has a similar approach. The 
organisation of the author has to join the CIS, without mandatorily connect data sources. 
After that the author uses a web interface to upload his documents. The document is 
analysed and the author has the chance to modify or replace the automatic results. 

6.1.3 Data processing 
The analysis process sketched above is divided in several steps. The aim of the 
processing is to give users within the domain a better overview of documents and their 
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contents. For that reason, several different approaches are used, utilising both, internal 
SecInCoRe data and publicly available services.  

In Figure 33 the different steps are shown in an example for a document within a pan-
European CIS. The document is written in a language other than English. Therefore, 
users who do not speak or read that language have no idea what this document 
contains. Therefore, the first step is to translate the document into English. Once that is 
done, different types of meta data is added. The data source describes the origin 
organisation of the document. After that the contact details of the author of the document 
is added. This information should be role specific and not person specific, so that it is 
not outdated when a person leaves a company. Beneath these data, which could be 
collected from the LDAP (user role management) servers of the Network Enabled 
Communication components, there are analysis steps using semantics from Work 
Package 4 and the world. Two approaches are used to give users a short overview 
about a document without reading it entirely: topic and summary generation. The topics 
aim to extract the central subjects of a document. This is done on the one hand using 
the ontologies created in Work Package 4 to extract domain specific topics and on the 
other hand public available so called Linked Open Data (LOD) is used. This LOD is 
public available semantic data about broad parts of the world knowledge. This is needed 
because of the early stage of similar approaches in the emergency domain. The data is 
connected semantically and can therefore, be used to analyse documents and finds 
connections between them. The summary aims to generate a short abstract. It is 
generated within the project using already built opensource services. To avoid ethical 
issues, a operative implementation of a CIS has to care about the exact implementation 
od the underlying algorithms (see www.isitethical.eu). 

All this information can be shown aggregated to the end user and gives a better idea 
what a document is about. The techniques used are not yet in a state where they can 
provide perfect results. But in a few years, the solutions will be able to give a better 
translation and description of the documents.   
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Figure 33: Example of the analysis to understand relevance and content of a 

document 

6.1.4 Quality assurance 
One aspect often mentioned by the Advisory Board members and demonstration case 
participants is the data quality within a Knowledge Base. Data quality in this case is 
defined as usefeul data for the members of one CIS.The amount of data contained in a 
KB is not the main factor for the usefulness, but the kind and quality of the data. Building 
a KB within a CIS, the balance between openness for contributions and data control has 
therefore, to fit the specific needs.  

SecInCoRe envisages a combination of different approaches to meet this balance. To 
be in line with all ethical, legal and social issues, the guidelines at www.isitethical.eu is 
mainly driven from WP2 had to be taken into account. One process implementation is 
shown in Figure 34 below, nevertheless details of the implementation has to be defined 
on organisational level, following the ELSI guidelines.  The managing authority has the 
control of the members of a CIS. Therefore, a new organisation which wants to join the 
CIS (1.) is checked by the managing authority for appropriateness. Once the 
organisation has joined, it defines one or more supervisors (2.) who are responsible for 
the actions of the organisations users within the CIS. The supervisor defines then full 
users and read only users, following organisational rules (3.). The latter can only see 
documents but not upload documents themselves. The full users can now insert / upload 
documents into the Knowledge Base (4.). uploaded documents are then processed. 
After that the full user as well as the supervisor have the optional chance to modify or 
remove documents or their meta data. After that the data is available within the 
Knowledge Base for all other member organisations within the CIS. Users from these 
organisations can now mark documents, they find in the KB as trash (6.). In a last step, 
a managing authority could either automatically (after x trash-marks) or manually delete 
marked documents (7.). ‘Trash’ here means explicitly that rather than ‘not fitting for my 
cause’, because results which are not fitting for one user could be very useful to others. 
That is the same reason why a rating system with stars or similar is technically possible 
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but not recommended. Data could be of very different value for the very heterogeneous 
domain users from different organisations, jobs, hierarchy-levels, domain knowledge 
etc.      

 
Figure 34: Quality assurance process 

 

6.1.5 Data accessing 
After the data is crawled and processed, it is made accessible by the users. The main 
way to do that is the Semantic Search GUI. It acts like the central user interface to let 
users search through all Knowledge Base contents, using the processing results to 
structure and summarise the results. A concept GUI mock-up is shown in the Figure 
below. The Search is keyword based and gives a list of documents from different data 
sources as a result. Every result shows its title, document type, data source, associated 
topics and a summary of its contents. On the left hand, different filter options are 
available. The results can be filtered by concepts of different ontologies or by standard 
filters as the author or the data source. As a special view the Graph-View is planned 
and implemented as proof of concept (described in detail in D4.4). It enables the users 
to see the documents within their surrounding concepts. Besides the access to the 
Knowledge Base data with the Semantic Search, there are several ways to access it 
programmatically. The data layer of the Semantic Framework offers other programs the 
opportunity to use the data and metadata for their own UI implementation, supporting 
several flexible API formats.   
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Figure 35: Search GUI mock-up 

6.2 Implementation of the Semantic Framework 

In the section above the high-level concept for the Semantic Framework was described. 
In this section, the practical implementation is explained. 

6.2.1 Research 
In the field of semantic systems, there exist a wide variety of systems. Figure 36 gives 
an overview of different semantic systems and their features regarding data storage, 
indexing, analysis and search. Additionally, the systems were categorised by their ability 
to handle external semantic data as ontologies or other RDF data. For the final decision, 
which system to choose for the task, five systems were tested in detail. Eventually, the 
evaluation resulted in a decision for the Apache ManifoldCF  system in combination with 
the Open Semantic Framework (OSF). ManifoldCF provides the capabilities to crawl 
and extract any kind of documents and database data, while the Open Semantic 
Framework provides the ability to handle storage, indexing and semantic search of the 
data. Furthermore, custom ontologies can be imported in Open Semantic Framework 
which are then used as input for semantic analysis tasks like indexing or searching. 
Additionally, it provides a Web-service API which can be easily accessed from other 
programs. 
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Figure 36: Investigation of semantic systems 
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6.2.2 Overall Architecture 
In this section, the overall architecture of the reference implementation, representing the 
concepts above, is described. The system consists of several components which 
communicate through a common interface. The GUI is the frontend component which 
allows to search for document contents and displays the results and the details of each 
document (e.g. summary, topics etc.). Additionally, it provides the ability to filter the 
search results based on the ontology which is used in the OSF system for indexing and 
searching. In addition, the GUI has a view for the upload of documents from a file 
system. The OSF system and the GUI are connected via the OSF-PHP API that is an 
abstraction layer to the underlying OSF Web-services, which contains methods for the 
creation, update, deletion, read, and search of records (in this case documents and 
database entries). ManifoldCF is responsible for crawling and processing the documents 
and database entries and accesses the previous mentioned PHP API to store the 
processed documents in the Open Semantic Framework. 

 

 

 
Figure 37: Architecture diagram showing the different core components 

 

6.2.3 Data collection 
ManifoldCF provides several inbuilt connectors for different data sources, e.g. filesystem 
or databases. To demonstrate the concepts, documents from a filesystem source and 
several MySQL databases are crawled as input for the ManifoldCF system. These 
connectors are categorised as input or output related connectors. Repository-Connector 
are used for input and can access data from several different document management 
systems, databases, websites, among others, while Output-Connector allow the 
connection to systems where the processed data is stored. All these connectors provide 
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standard interfaces which can be used to implement a Connector to a custom data 
source. In this project, a custom Output-Connector was developed to store the 
processed data in the OSF system. Further custom connectors can easily be integrated 
into ManifoldCF and activated for processing the data. Apache ManifoldCF supports the 
following Repository Connectors: 

• Alfresco	
• Alfresco	Web-Scripts	
• Amazon	S3	
• Confluence	
• CMIS	
• Drop-Box	
• Documentum	(EMC)	
• Email	
• FileNet	(IBM)	
• File	System	
• Google	Drive	
• GridFS	

• HDFS	
• JDBC	
• Jira	
• Kafka	
• LiveLink	(OpenText)	
• Meridio	(Autonomy)	
• RSS	
• SharePoint	(MSFT)	
• Slack	
• Web	
• Windows	Shares	
• Wiki	

Furthermore, these Output-Connectors are supported: 

• Amazon	CloudSearch	
• ElasticSearch	
• OpenSearchServer	
• SearchBlox	
• Solr	

A full list and descriptions are available here:  
http://manifoldcf.apache.org/release/release-2.6/en_US/included-connectors.html 

6.2.4 Data processing 
This section describes the process of integrating data from multiple data sources into 
OSF. Figure 38 shows an overview of the whole process.  
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Figure 38: Overview of the crawling and searching process 

 

Data is coming from different distributed data sources. In ManifoldCF, for each type of 
data source (e.g. file system or database) a so called Repository-Connector is defined 
that crawls the specified data source in defined time intervals. For every document / 
database entry, the Tika-Transformation connector is called. In Tika, the various 
documents / database entries (e.g. text files, PDF, MS-Office) are parsed and cleaned 
by removing all non-textual parts or transforming them into plain text. Finally, 
unformatted plain text is produced as output. This text and all available 
document/repository metadata are then processed by the OSF-Connector.  
Furthermore, in the OSF-Connector a language analysis using Tika is done, and if the 
detected language is German, then the document will be automatically translated into 
English. The translation is done via the Microsoft Translator, which is a cloud-based 
machine-translation service and could be easily extended for other languages than 
German.  In the next step, the English text (the translated one or the untranslated, if the 
document text is already in English) is fed into a python script, which uses natural 
language processing to automatically generate an abstract based on the documents 
content. Additionally, the OSF-Connector uses the Alchemy API™ service for text 
analysis to retrieve topics based on the document content. These topics or concepts 
give the end user a short overview about the document’s content. In the background of 
the AlchemyAPI™ service, several LOD-sources (e.g. DBpedia or Freebase) are used 
for identifying concepts.  Another metadata is the source of the record which is either 
filesystem or, in case of a database entry, the name of the database table. The 
distinction is necessary for the search GUI to display different details for database 
entries or documents from the filesystem. Finally, the output, including the plain text, 
abstract, translated text (if available), untranslated text, and the above mentioned 
metadata, is sent over the network via the SOAP (Simple Object Access Protocol) 
protocol to a PHP script which serves as SOAP-Endpoint.  The PHP script makes use 
of the OSF PHP API which allows easy access to the OSF-Web services.  Before 
submitting the received contents into the OSF system, the data is transformed into the 
RDF/XML format and enriched with concepts from the named entity recognition tagger 
Scones. Scones is a tagger which searches the text for concepts from the imported 
ontologies in the OSF system. If a concept is found, the semantic concept from the 



D3.4: Final publication of inventory results, 
Version V1.0 

 

79 

ontology is added as a tag to the RDF/XML format. The tagger could be easily replaced 
with more improved / commercial taggers, establishing a CIS after SecInCoRe project 
lifetime. Finally, the RDF/XML is inserted as a ‘record’ into a ‘dataset’ in the OSF-
Framework which makes it searchable.   

One record, representing a document or database entry is stored in OSF as shown 
below: 

Record: 
recordUri =   The Unique identifier for the document in OSF 

documentUri =  The filesystem path of the document on the file server  

content =   The extracted document content  

fileName =   The filename of the document  

mimeType =   The mime type of the document  

creationDate =  The date when the document was created  

datasetURI =  The URI of the dataset where the document is stored  

translatedContent =The document content in English 

alchemyTopics =  The topics extracted by the Alchemy API  

summary =    The Summary generated from content 

author =   The document author  

jobType =   The field to distinguish between filesystem and database record  

Figure 39: Record of one database entry 

 

Below, the whole process of searching is described. There are two main goals which 
motivate the usage of the semantic analysis. The first goal is to (automatically) increase 
the precision as defined in [PKB55] of search queries and the second to provide more 
and better suitable information for the results of a search query. How these goals are 
reached is shown in Figure 40. 

  

Initial situation 

The initial situation assumes that at least one domain ontology has been created and 
has been imported in OSF. These ontology sources represent concepts (classes) and 
instances (instances of the classes) of a specific domain. Once the ontology has been 
imported, it will be used for tagging when a new document or database entry is crawled 
and inserted, as described above. Additionally, the ontology is used for search queries, 
too.  

Search by end user 
To start a search query, the user opens the search GUI and enters the search term. The 
Search GUI makes a SOAP request to the PHP-script containing the OSF PHP API. 
The search query is then forwarded to the OSF-Web service. When multiple search 
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terms are entered, the OSF-Web service by default performs an AND query, meaning 
that all terms have to appear in the OSF-record. 

Return of search results 

The OSF-Web service returns the search results in the JSON format. The JSON is 
parsed from the Search GUI and all available information is extracted. The search 
results are then displayed in a list with their title and other information (e.g. abstract, 
topics, author, and date) attached. Each search result has the option to view and modify 
details. In case of document detail editing, the edit is limited to the modification of the 
summary and the topics. Topics can be modified, deleted, or newly added. In the current 
implementation, database details cannot be modified. If the current selected search 
result entry is a document, the title is displayed as a clickable hyperlink which opens the 
document in a new window. The document is retrieved via HTTP from the storage 
location on the server. In case of a database entry, the detail view opens when the title 
is clicked. Search results can be filtered by their ontology concepts. The same ontology 
that is imported in OSF and used for the tagging and searching is also displayed in the 
GUI as expandable hierarchical tree. This allows easy filtering of the search results by 
ontology concepts. When a specific ontology concept is selected in the filter view, only 
search results that this concept or inherited concepts include are displayed. 

  

 

  
Figure 40: Search results and link to document 
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6.2.5 Data accessing 
This section describes the accessing of the data using the graphical user interface, GUI. 
The common GUI (Figure 41) consists of several sub components. Main features are 
the database GUI and the search GUI. All defined databases have the same simple GUI 
for showing and editing the database contents. By default, the database contents are 
read-only. However, a click on the Toogle Editable-Button enables the edit mode. 
Boolean values are directly displayed as check-boxes.  

 

 

 
Figure 41: Overview of the SecInCoRe common GUI 

The search GUI (Figure 41) is the main component that is responsible for accessing the 
processed documents and the database data. A new search is started by entering the 
search term in the search field and hitting the Search button or the Enter-Button on the 
keyboard. The search results are displayed in a formatted table. In the column 
Document of the table, the shortened document title is shown. On mouse-over, the 
complete document name is shown. Blue underlined document titles indicate hyperlinks. 
When a user clicks on the document title, the document is retrieved from the underlying 
file server and displayed in a new browser tab/window for download. For PDF 
documents, the document content is displayed directly and can be downloaded, too. As 
it is sometimes hard to guess the content from the document name, in the column Topics 
next to the document name, the main topics of a document are shown. These topics or 
keywords aim to give the user a quick insight into the documents content. For example, 
in Figure 41, seeing the name of the document in the first row, 
UK_Cabinet_Office_National, it is not immediately clear what the document is about. 
Therefore, a quick look in the second column of that row shows the topics Risk, Risk 
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management, Management, Bank… and the users is now roughly aware of the potential 
themes the document covers. Furthermore, a click on the black arrow unfolds the detail 
view, where the document’s automatic generated summary is shown. In addition it 
contains the topics, ordered descending by their relevance, and document metadata, 
e.g. the author and the creation date of the document.  

A Click on the Edit-Button opens the Edit-window (Figure 42), where the summary and 
the topics can be adjusted. As the summary is auto generated using natural language 
processing, it highly depends on the document’s contents and can sometimes generate 
non understandable sentences. Therefore, it is useful to have the option to edit the 
summary and to save it for future searches. The same applies to the topics. 

The left content pane of the search window is occupied by the ontology-based filter 
mechanism. The ontology contents are displayed in a hierarchical tree structure and 
single entities can be expanded or collapsed. The filters are based on a simplified part 
of the main topics within the ontologies created in WP4. When a concept from the 
ontology is selected, the displayed search results are narrowed by only showing 
documents which include the ontology concept in their semantics. When selecting an 
ontology class, all sub classes in the hierarchical view are also taken into account when 
displaying the filtered search results. 

 
Figure 42: Summary and topic edit mode for document search results 
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Figure 43: Search and Filter GUI with search results and details for sample query ‘hazard’. The Filter in the left pane allows to 

refine the ontology elements for filtering.
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7 Connections between Work packages  

WP3 has relations to various other work packages and research work done in WP3 or 
related to WP3 is also shown and demonstrated in other WPs and Therefore, part of 
other deliverables. To demonstrate cross-links and other WP3 related SecInCoRe 
deliverables the following brief section highlights connections and the flow of research 
result in the project. The Figure 44 shows up the connections based on the Figure 
illustrate task dependencies also part of the DOW. Links between other WPs are 
reduced to set up the focus of the work in WP3.  
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Figure 44: Task dependencies [Figure part of the DOW] 
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7.1 Relation between WP3 and WP2 
Results from WP2 influence the research work done in WP3. Mostly the domain 
analysis, but also including the different case studies enable WP3 to have a detailed 
look if necessary in various cases to identify needed or available data sets. Further the 
analysis of crisis management models was a starting point for the deep analysis of 
command and control systems in Europe and some non-European countries. 
Furthermore, the analysis and report on the current databases of representative disaster 
events mainly in focusing in Europe but not only, have assisted with the definition of the 
framework and respective configuration of the SecInCoRe structure. The development 
of ELSI guidance and the various co-designed workshops influence the implementation 
of semantic services in WP3, i.e. the realisation of a GraphView in relation to 
transparency for user (mentioned at www.isitethical.eu and D2.7). 

7.2 Relations between WP3 and WP4 
WP3 provides information in a structured and representative way to support the 
conduction of a taxonomy and further to derive needed cloud services especially to 
access the inventory content. These relations are describes exemplary: 

7.2.1 Usage of inventory content to derive taxonomy 
The usage of inventory content to derive a taxonomy is described in this chapter with 
the example of combining different command and control systems in Europe.  
Overall the development of taxonomies for every single command system serves as 
visualisation and facilitates an easier comparability. Therefore, it is necessary to analyse 
the existing documents related to the hierarchical structure. The result should be a 
structure, where relations in terms of Hyponyms / Hypernyms between the elements 
become visible.  
 
Hypernyms and Hyponyms: 

 
Figure 45: Relationship between Hypernyms and Hyponyms 

  
Hyponymy describes the relationship between more general terms (hypernyms) and 
more specific instances (hyponyms). The hyponym is an element that shares a type-of 
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relationship with the corresponding hypernym. The hypernym (superordinate) is in its 
meaning broader than the hyponym. In general hypernyms consist of one or more 
hyponyms. The hierarchical structure can be observed from top to the bottom and the 
degree of specification increases from the higher levels to the lower levels.[www8] 
The relationship between the hyponyms of the same hypernym can be defined as co-
hyponyms.[www8] 
 
Development of a ‘Reference Command System’ by definition 

The starting point for the development of a Reference Command System is the analysis 
of the already existing command systems by using their taxonomies. The focus of the 
analysis is especially on the definitions of single elements. Because of the smallest 
amount of elements in the ISO 22320, this command system functions as the basis for 
the comparison. The elements of the ISO 22320 are respectively compared to elements 
out of the other command systems that seem to have the same purpose and similar 
positions in the hierarchical structure. Following the definitions of these identified 
elements are compared and analysed in relation to entire accordance. If the definitions 
of four elements, each out of a different command system, is almost identical, then a 
representative element replaces them and is integrated into the taxonomy of the 
Reference Command System. The hierarchical structure of the combined taxonomy is 
developed individually and refers to logic relationships of the incorporated elements. 
 
Approach: 

 
 

Figure 46: Approach for the Reference Command System by definition 

 
Expansion of the ‘Reference Command System’ 
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The analysis of the different command systems relating to single elements is 
systematically amplified. The purpose is to increase the structure of the Reference 
Command System and in this context to raise the general significance of the taxonomy. 
The further analysis does not refer to elements, which are basically identical by 
definition, but in fact to those elements with similarities in some parts of their definitions 
or meanings. It must be pointed out that it is not necessary to have entirely the same 
content between four elements, each out of another command system, because it is 
sufficient, if there can be identified a partial conformity in the content of these elements. 
So if these requirements of the analysis are satisfied, then a representative element can 
be integrated in the Reference Command System. In this case the representative 
element contains a definition that encompasses only the identified accordance and in 
addition the complete definition of each element can be archived within the scope of the 
Template. The integration in the Reference Command System is special for every case 
and refers, as seen in the analysis before (see 3.1.3), to logic relationships of the 
elements. The hierarchical structure of the previously developed taxonomy can be 
changed and has to be adapted according to the new elements. 
 
Approach: 

 
Figure 47: Approach for the Expansion of the Reference Command System 

 

7.2.2 Support defining of semantic cloud services 
In D3.3 a detailed analysis of existing information and communication systems has been 
executed. The results have heavily influenced the work of WP 4 and WP 5 in developing 
concepts for Semantic Services and Network Enabled Communication as well as their 
reference implementations.  
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For that reason the developments of the semantic search functionalities were started. 
Results are presented in the sections above and also as part of the cloud service 
infrastructure in D4.3.  
 
Barriers mentioned in D3.3, like non-existant cross-border communication, have been 
directly addressed in the ongoing work of SecInCoRe. The RescueRoam concept as 
introduced in D4.3 provides an easy-to-use access to the CEIS for all participating 
organisations. The analysis of approaches to facilitate the usage of heterogeneous 
communication technologies like 4G, WiFi, TETRA etc. supports ad-hoc communication 
on-site and off-site emergency situations. Figure 48 depicts the generic communication 
architecture of SecInCoRe incl. a secure and trusted access to the information system.  

 
Figure 48 Generic communication architecture incl. RescueRoam (see D4.3, D4.4 for 

details) 

 

7.3 Relations between WP3 and WP5 
To enable significant results related to defined demonstration cases data, documents 
and information have to be present in the case. This work was also driven by WP3, to 
ensure a functional process during the demonstration case. Knowledge base and 
semantic search were also part of demonstration cases to get validation insight.  

7.4 Relations between WP3 and WP6 
A major amount of results from WP3 are included in the exploitation process and some 
parts are also input regarding standardisation activities (See D6.4). For example work 
done by Prof. Dr.-Ing. Rainer Koch in relation to the ISO 22320 was influenced by 
research results from the analysis of command and control systems.  
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8 Verification and Validation of Inventory, Knowledge Base and Search 

The following table describes the High Level Requirements (HLR) considering the 
process and development of the inventory, the Knowledge Base and the search 
functions to access the Knowledge Base. Details are described in D4.1. 
To define in detail steps and goals for the development of the inventory related elements, 
a transformation into smarter requirements is necessary. A HLR is assigned to one or 
more components and outcomes of the SecInCoRe project. Therefore, the fulfilment of 
the requirement can only be ensured by a specification of all low level requirements 
(R1,..,R3 in the following Figure) for each component. The approach is shown in the 
Figure below. 

 

 
Figure 49: Connections between HLR and the different components 

 
The results of the verification and validation are shown in the tables below. 

8.1 Inventory 

Number 
of 
require-
ment 

Description 
of 
requirement 

Transformation Verification and Validation 
result 

SICR-149 Information 
aggregation 
should be 
based on 
reliable 
sources of 
information 

The inventory will base 
information aggregation on 
reliable sources 

Different data sources were 
analysed and aggregated to 
higher information. For each task 
dedicated research approaches 
are designed and build the basis 
for a valid research. Literature 
inspection enable the use of 
trusted literature, further data was 
gathered from end-user and 
market study. 

HLR

C1 C2 C3

R1 R2 R3

Assigned	to  Assigned	to

specified specified specified

C

R

Component

Requirement
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SICR-139 ELSI in the 
structuring and 
representing of 
data 

The inventory will respect 
ELSI in the structuring and 
representing of data 

There was a close relationship 
between research results of WP2 
and WP3. Further the design of the 
search was often part of co-design 
workshops with several end-user. 
For this reason ELSI was part of 
the structuring and representing of 
data, but see more in the 
description of the search functions. 

SICR-128 Support users 
in making the 
most of data 

The inventory will support  Various representations of search 
results and Therefore, of 
presentation of data was analysed 
and partially implemented. I.e. the 
GraphView functionality come up 
with the idea to present documents 
in their context in an ontology. 

SICR-127 Support 
graceful 
augmentation 

The inventory will provide 
an analysis of existing 
information management 
processes without a force 
for first responder 
organisations  to change 
them 

In the analysis of existing 
processes and command and 
control processes of Europe 
different practices were identified. 
The results are described in D3.3 
and D3.4 and published in the 
search function and the knowledge 
base. In this order alignments 
between the practices were shown 
but first responder organisations 
were not examined to take 
practices over, but are aware of 
differences that support 
collaboration.  

SICR-122 Support social 
and 
organisational 
practices of 
interoperability 

The inventory will collect 
and analyse social and 
organisational practices of 
interoperability. 

The analysis of information 
management processes and 
command and control system in 
various European countries are 
part of the inventory. 

SICR-119 Support non-
discriminatory 
practices 

The inventory will not 
contain discriminatory 
content. 

The inventory is written by 
researcher and based on valid 
research studies and literature 
inspection. The inventory is built on 
reliable sources.  

SICR-117 Support 
diversity 
across nations, 
agencies, 
users. 

The inventory will contain 
processes, information 
systems and data sets from 
several European countries 

The deliverables D3.2, D3.3 and 
D3.4 demonstrate research results 
from different nations and 
Therefore, show up the diversity in 
Europe. The WP 3 research 
approach enables user to be aware 
of differences without the force to 
change own practices. I.e. the 
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refugee crisis were analysed from 
a high-level perspective in the past 
disaster studies, and then including 
a detailed look from a Greek and 
German perspective.  

SICR-109 The number of 
persons 
performing 
data 
aggregation 
should be 
limited 

The inventory will limit the 
number of persons dealing 
with data aggregation  

The inventory is a result of 
researcher within the SecInCoRe 
project. By the nature of the 
inventory the number of persons 
dealing with data aggregation is 
limited. End users were invited to 
co-design workshops to dedicated 
topics and results were analysed 
and reflected before integration in 
the inventory.  

SICR-108 Support 
compliance 
with the 
freedom of 
information act 

The inventory will be 
published to the public 

Results of the analysis of WP3 
will be published in various 
deliverables. The knowledge 
base contains results of the 
inventory and is open to the 
public during the project phase, 
please see requirements of the 
knowledge base and the 
description in chapter 6.  In 
order to be aligned with the 
principle of the manging 
authority of a CIS the knowledge 
base of a dedicated CIS will not 
be open to the public to support 
first responders and Police 
authorities in their daily work 
and keep the quality of the 
databases in a high-level. The 
special requirements are 
covered within the ELSI 
guidelines. 

SICR-104 Support 
practices of 
sense-making 
and 
information 
management 

The inventory will be 
presented in an 
understandable way 

All deliverables of WP3 are public 
and written to present other 
researcher, first responder and the 
public results of the analysis of 
data sets, processes, information 
systems ad business models. 

SICR-103 Support users 
in respecting 
human rights 

The inventory will not 
infringe human rights 

The inventory deals also with hot 
topics like the refugee crisis and 
aims to present information 
management processes and used 
data in a neutral way. The 
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inventory does not infringe any 
human rights. 

SICR-73 Ensure the 
quality and 
correctness of 
entries 

The inventory will ensure 
the correctness of data 

The inventory is based on reliable 
sources and aims for a high quality 

SICR-55 Clarity of Data The inventory will ensure 
the clarity of data 

The inventory is based on reliable 
sources and aims for a high quality 

SICR-53 Ensure 
completeness 
of data 

The inventory will ensure 
the completeness of data 

The inventory is based on reliable 
sources and aims for a high quality. 
A completeness of all data in 
Europe is not possible but 
significant amount of data was 
gathered. 

SICR-52 Ensure 
correctness of 
Data 

The inventory will ensure 
correctness of data 

The inventory is based on reliable 
sources and aims for a high quality.  

SICR-48 Kind of 
information 
provided 

The inventory provide 
different kind of information 

The inventory provide information 
dealing with data sets, information 
systems, processes and business 
models. 

SICR-47 Long stand-
alone 
operation for 
any portable 
device 

Reject – the inventory is a 
non-technical analysis and 
don´t aim support long-
standalone operation 

 

SICR-41 SecInCoRe 
should be 
energy-
efficient 

Reject - the inventory is a 
non-technical analysis and 
doesn´t aim to be energy-
efficient 

 

SICR-40 SecInCoRe 
should not 
incur additional 
expenses 

Reject - the inventory is a 
non-technical analysis and 
doesn´t aim to be 
economically affordable 

 

SICR-38 SecInCoRe 
should be 
economically 
affordable 

Reject - the inventory is a 
non-technical analysis and 
doesn´t aim to be 
economically affordable 

 

SICR-36 Real-time use Reject – during the project 
the focus to preparation 
and prepardness to 
disasters change 
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SICR-35 Based on 
already 
existing 
technologies 
and processes 

The inventory will based on 
existing technology and 
processes 

The inventory uses existing 
approaches and systems. All 
implementations, structuring 
approaches and data is based on 
existing Open Source or 
commercial systems. 

SICR-31 SecInCoRe 
should be 
resource 
efficient 

Reject - the inventory is a 
non-technical analysis and 
doesn´t aim to be resource 
efficient 

 

 
 
 

8.2 Knowledge Base 
 

Number 
of 
require-
ment 

Description 
of 
requirement 

Transformation Verification and Validation 
result 

SICR-189 Produce an 
improved 
awareness of 
the 
infrastructures 
within/causing/
supporting 
disasters 

Reject – the focus of the 
project is based on the 
support of preparation and 
preparedness to disasters 

 

SICR-153 Create 
flexibility so 
that the system 
can 
incorporate 
new sources of 
data 

The Knowledge Base will 
enable the incorporation of 
new sources of data 

Each data base included in the 
knowledge base allows the 
integration of new sources.  

 

SICR-98 SecInCoRe 
users need an 
improved 
awareness of 
past disasters 

The Knowledge Base will 
provide a dedicated data 
base containing relevant 
content of selected past 
disaster  

The knowledge base include a 
dedicated past disaster data base. 
A detailed definition of the 
database is documented in D2.5.  
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SICR-85 System should 
be able to 
estimate the 
evolution of the 
disaster 

The Knowledge Base will 
have a database including 
the evolution of a disaster 

The past disaster database as one 
part of the knowledge base 
describes the impact of past 
incidents as shown in the following 
Figure. Moreover a timeline of the 
incident is presented.  

 

 

SICR-73 Ensure the 
quality and 
correctness of 
entries 

The Knowledge Base will 
support procedures to 
ensure quality and 
correctness of data 

The Knowledge Base contains of 
several inventory related data 
bases. In a first step data is 
gathered in a defined research 
approach. The data bases are 
open in the consortium to change 
inserted content. Further non-
relevant or misinterpret able 
content was identified during 
demonstration cases. The search 
functionality provide further options 
to support quality of data.  

SICR-33 Clear usability Reject – the question of 
usability is not needed for 
the data bases of the 
knowledge base and not 
main theme of the project 
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SICR-153 Create 
flexibility so 
that the system 
can 
incorporate 
new sources of 
data 

The Knowledge Base will 
support to include new 
sources of data 

The Knowledge Base support the 
inclusion of new data sets in the 
respective data bases.  

SICR-126 Support people 
in keeping the 
inventory 
and/or the CIS 
relevant 

The Knowledge Base will 
support procedures to keep 
the inventory content up-to-
date 

The Knowledge Base allow to 
delete old content or include new 
content.  

SICR-116 Support equal 
access 

The Knowledge Base will 
not exclude people by 
design 

Access restriction depends on the 
design of the CIS and the 
respective managing authority. The 
knowledge base itself will not 
restrict the access and during the 
project time it is open to the 
consortium but also to the public. In 
order to be in line with restriction to 
sensitive data a restriction to 
access content of the knowledge 
base in foreseen.  

 
 

8.3 Search 
 

Number 
of 
require-
ment 

Description 
of 
requirement 

Transformation Verification and Validation 
result 

SICR-125 Support 
people in 
cooperating 
without 
infringing on 
the 
sovereignty of 
other 
organisations 

The search should support 
cooperation between 
organisations. Every 
organisation should decide 
free and transparent, 
which data is shared and 
which is confidential. 

The organisations have always the 
full control of their data. They can 
specifically decide which data is 
shared and which not. After that 
the managing authority is a 
national governmental 
organisation which is trusted by 
the participating organisations. 

SICR-124 Support people 
in recognising 
CIS as a 
common space 

The search should be a 
function of a common 
information space enabling 

The search enable access to 
different data sources without the 
need for user to switch between 
different filesystems, etc. Further 
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the connection to different 
data sources. 

there is conceptually and partially 
technical developed the 
integration of the search and other 
components available, so that the 
CIS the concept of a common 
space from a technical 
perspective. Further the 
development was supported by 
WP2 to ensure the consideration 
of possible ELSI. 

SICR-119 Support non-
discriminatory 
practices 

The search should not 
contain functions or data 
analytics which 
discriminate people. 

The search differs in no way 
between people of different race 
or religion etc.. 

SICR-118 Strive for 
simplicity in 
design 

The search should not 
focus on unrelevant content 
or distract the user from the 
data . 

The search and it’s UI focusses on 
the display of the data and the 
structuring elements. No 
distracting of users is obvious. 

SICR-117 Support 
diversity 
across nations, 
agencies, 
users. 

The search should enable 
access to the Knowledge 
Base from all over the EU. 

The Search is a web based tool 
and Therefore, available from 
everywhere. The language is 
English as the most spoken 
language. A translation after the 
project in other languages is easily 
possible. 

SICR-116 Support equal 
access 

The Search will not exclude 
people by design 

Access restriction depends on the 
design of the CIS and the 
respective managing authority. The 
search itself will not restrict the 
access and during the project time 
access to the knowledge base via 
the search is open to the 
consortium but also to the public. In 
order to be in line with restriction to 
sensitive data, a restriction to 
access content of the knowledge 
base in conceptually foreseen in 
the search function. 

SICR-115 Support 
accessibility 

 The search doesn’t prevent anyone 
to use it. Special implementations 
are not used, because of the 
demonstrator status of the 
implementations. Special aspects 
of the demonstrators could not be 
used by some diabled people 
because of theircomplex visual 
elements.  
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SICR-114 Support 
inclusiveness 
through search 

 The search doesn’t hinder anyone 
to use it. Special implementations 
are not used, because of the 
demonstrator status of the 
implementations. 

SICR-113 Support 
informational 
self-
determination 

The search should enable 
users to edit and remove 
their own data. 

The organisations are able to 
remove data sources from the 
search and authors could edit 
metadata of the search entries. 

SICR-112 Alert users to 
danger of 
unlawful re-
identification 

The search should inform 
the users, if he could be 
identificated with a 
document. 

All data uploaded in the Knowledge 
Base is tagged with the authoring 
organisation. Therefore, every user 
has the clear information, that his 
authorship is public within a CIS. 

SICR-111 Support 
practices of 
managing 
privacy or 
Design FOR 
privacy 

The search should not 
collect more personal data 
than necessary. 

The search collects only the name 
of the author and the organisation 
which is responsible for a 
document. No other personal data 
is processed. All data is stored safe 
and encrypted in concept. In 
demonstrator no personal data is 
gathered.. 

SICR-110 Support 
obtaining 
informed 
consent or 
exception 

 An operational implementation of 
the search concept will care with 
informed consent, as the search is 
part of the Collaboration platform, 
which can cover that aspect. For 
the use cases within SecInCoRe 
demonstration cases, this aspect is 
done organisational instead of in 
the implementation. 

SICR-109 The number of 
persons 
performing 
data 
aggregation 
should be 
limited 

The search should not 
allow all people to 
aggregate data 

The search enable a semantic 
access to different document or 
data sources. The aggregation is 
not possible without illegal 
methods. 

SICR-108 Support 
compliance 
with the 
freedom of 
information act 

Reject – access to the 
knowledge base via the 
search is possible. But 
depending on the design 
and the managing authority 
of a CIS not all information 
could be provided to 
everybody.  
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SICR-106 Support users 
in complying 
with privacy by 
design and 
privacy by 
default 
principles 

The search should allow 
people to restrict access to 
personal or data source 
related information 

Conceptually and partially 
implemented are mechanism to 
leave the decision about access 
restriction to the organisation of the 
document.  

SICR-104 Support 
practices of 
sense-making 
and 
information 
management 

The search should be 
based on practices of 
sense-making & 
information management. 

The search uses several practices 
of information management and it 
supports the sense-making of data 
as much as possible, using several 
semantic and manual tagging and 
analysis functions. 

SICR-103 Support users 
in respecting 
human rights 

The search should not 
infringe human ights. 

The search doesn’t infringe human 
rights.  

SICR-102 Support users 
in balancing 
security (as in 
resilience to 
disasters) 
against the 
right to privacy. 

The search should allow 
user to restrict access to 
documents. 

When contributing information to 
the search there is the ability to 
restrict data. Further guidance are 
developed in WP2 to cover issues 
on access restrictions. 

SICR-92 Enable 
different level 
of detail of 
information 

The search should enable 
the view on the data on 
different detail levels.  

The search has an overview (The 
result list) as well as a detail (result 
view) view.  

SICR-24 Support for 
classification of 
information 

The search should make 
the classification of the 
content visible, which was 
developed in WP4 and the 
Inventory. After that the 
search should  enable 
users to modify tags, which 
are automatically 
generated. 

The search visualises the the 
classification as filters as well as a 
graph view. After that, it enables 
users to modify tags of documents 
and thus actively engage with how 
their material is classified.  

SICR-20 Classification 
of information 

The search should make 
the classification of the 
content visible, which was 
developed in WP4 and the 
Inventory. After that the 
search should  enable 
users to modify tags, which 
are automatically 
generated. 

The search visualises the 
classification as filters as well as a 
graph view. After that it enables 
users to modify tags of documents 
and thus actively engage with how 
their material is classified.  
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SICR-7 Search History The search should store a 
search history. 

The search stores the history of 
searches in the backend but not in 
the frontend, because there was no 
user-based view developed. 

SICR-5 Retrieve 
filtered 
information 

The search should enable 
the filtering of information. 

The search has a filter function as 
well as a graph view to receive 
filtered information. 

SICR-2 Support for 
Searching 

The search should give 
support in finding 
documents. 

The search supports the user in 
finding documents. There are 
various mechanisms implemented 
and analysed to point user to 
relevant documents, i.e. translation 
functions, abstract generation, 
topics, or the graph view 
functionality.  

SICR-123 Ensure 
conceptual and 
linguistic 
transparency 
of the inventory 

The search should allow a 
translation of parts of the 
content.  

This requirement was taken into 
account in the implementation of 
the search functions and the 
availability of a translation of 
abstracts. 

 

SICR-120 Enable direct 
communication 
between users 

The Search will allow to 
contact authors of 
documents. 

All search results include a contact 
of the authors of a document or 
data source and Therefore, enable 
direct communication. Other 
communication option are provided 
in the interactive platform. 

SICR-114 Support 
inclusiveness 
through search 

The search should enable 
the filtering of results 
concerning different 
regions and actions the 
users wants to perform. 

The search enables the filtering 
concerning different processes the 
user is looking for.  The regional 
filtering is not implemented yet, but 
could easily be implemented if 
needed. 

SICR-107 Support 
compliance 
with data 
minimisation 
principles 

The search will provide 
compromised information. 

The search enable the users a 
first look on the content of the 
documents via the defined 
topics and an abstract of the 
document. For that reason the 
data is presented in an 
optimised way. 

SICR-101 Support users 
in balancing 
democratic 
interactions 
with clear 

Reject – this is a question 
that should be defined by 
the managing authority and 
not by the search.  
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chains of 
command 

SICR-14 Author of 
Information 

The search will provide 
information about the 
author of a document. 

The search provides information 
about the author of a document 

SICR-32 Size: sufficient 
but not 
hindering the 
process 

The search should allow to 
adjust the amount of search 
results. 

To regulate the kind and amount of 
search results filters are defined.  

 

SICR-25 Indicate data 
quality through 
supporting 
data accuracy 

The search will define a 
process to enable high data 
quality 

The process to ensure data quality 
is described in section 6.1.4 in this 
deliverable. 

SICR-111 Support 
practices of 
managing 
privacy or 
Design FOR 
privacy 

The search should allow 
user to restrict access to 
documents. 

When contributing information to 
the search there is the ability to 
restrict data. Further guidance is 
developed in WP2 to cover issues 
on access restrictions. 

SICR-112 Alert users to 
danger of 
unlawful re-
identification 

Reject Further guidance is developed in 
WP2 to cover issues on access 
restrictions and unlawful re-
identification. 

SICR-121 Support people 
in lessons 
learnt reporting 
so that this 

The search should allow to 
provide new lessons 
learned.  

Lessons Learned are a main point 
in the analysis of past disasters. 
The database is editable by end-
user. 
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does not lead 
to blame 

SICR-29 Provide 
information 
about 
restricted 
data? 

The search should provide 
information about restricted 
data 

Restricted documents are seen in 
the search but not accessible. 
Therefore, user know about the 
existence of information.  

 

SICR-5 Retrieve 
filtered 
information 

The search will provide 
filtered data.  

The search filters information and 
documents regarding the entered 
search word. Therefore, various 
ontologies are used to try to define 
the optimal data with regard to the 
current need of the user. Further 
the search system provide the 
possibility to use filter in on the right 
side of the system to reduce the 
outputs of the current search 
process.  

 

SICR-182 Prompt users 
to consider 
privacy, 
anonymisation 
and access 
restrictions 

The search should allow 
user to restrict access to 
documents 

When contributing information to 
the search there is the ability to 
restrict data. Further guidance are 
developed in WP2 to cover issues 
on access restrictions. 
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